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1 Introduction

Background and Historical information is provided herein.  This information is provided for the sole purpose of giving all Offerors a better understanding of the requirements contained in this solicitation.   It is not intended to restrict prospective Offerors in their approach to proposal preparation and innovation.  This historical data does not necessarily reflect the optimum approach for performing the work requirements and as stated elsewhere in this Request for Proposal (RFP) innovations will be considered in the Government’s evaluation of Offerors’ proposals.  The volume of detail provided for any given section does not necessarily reflect a level of effort, priority, or importance.  This information is not intended to be all-inclusive.  To assist the Offeror in their proposal activities, Table A-1 in Appendix A provides correlation of the information in this section with the Performance Work Statement (PWS).

2 Marshall Space Flight Center (MSFC) Background and Organization

The National Aeronautics and Space Administration (NASA) was established in 1958 by Congress to plan, direct and conduct aeronautical and space activities devoted to peaceful purposes for the benefit of all mankind and recognized to be in the interest of the nation’s security and general welfare.  The Marshall Space Flight Center (MSFC) was formed in 1960.  MSFC occupies about 1,800 acres located within the U.S. Army’s Redstone Arsenal reservation in Huntsville, Alabama.

2.1 MSFC Values and Mission

The Marshall Space Flight Center team is committed to the following core values. These values serve as the principles that guide our decisions and behaviors.

People: 

· We recognize that the people who work here are "most important" — and are our greatest strength. 

· We create a safe and healthy environment. 

· We encourage balance between personal and professional life. 

· We enable personal and professional growth. 

· We commit ourselves to the highest standards of integrity and ethical behavior. 

· We reward and celebrate our accomplishments. 

· We recognize individual and cultural differences and treat each other with dignity and respect.

Customers:

· We are accountable to our customers and are committed to their satisfaction. 

· Our customers can depend on us to deliver quality products and services.

Excellence:

· We pursue excellence in our people and in everything we do. 

· We promote continual learning and improvement. 

· We hold one another accountable for doing what we commit to do.

Teamwork:

· We are a unified and interdependent team. 

· We cooperate, communicate openly and share ideas with each other for the common good. 

· We seek and enable partnerships with other NASA Centers, other agencies, academia, industry and our local and global communities.

Innovation:

· We promote innovation and creativity. 

· We seek different ideas and perspectives. 

· We are committed to making a significant difference. 

· We are willing to accept well-assessed, selected risks in the pursuit of our goals — but never at the expense of safety.

The Marshall Center’s mission is to enable, through our values-based culture, the unbounded access to and use of space to benefit humanity. The following summarizes the Marshall mission:

· We advance the state of, and implement technology in space transportation systems, space propulsion, microgravity sciences, and space systems.

· We promote scientific discovery and engineering excellence.

· We conceptualize, develop, integrate, and operate space flight and ground systems.

· We continually improve the way Marshall and NASA do business.

· We promote the benefits of the space program.

· We inspire the next generation of explorers.

The Marshall Statement clarifies the role of the Center in the context of the Agency-wide vision and mission statement; to improve life here, to extend life to there, to find life beyond, as well as the Agency Mission; to understand and protect our home planet, to explore the universe and search for life, to inspire the next generation of explorers … as only NASA can.

2.2 MSFC Organization

The Marshall Space Flight Center (MSFC) organization consists of seven offices for corporate/core activities and six directorates that embody the developmental projects and institutional capabilities of the Center. Offices include Safety and Mission Assurance, Procurement, Chief Counsel, Chief Financial Officer, Equal Opportunity, Systems Management, and Space Shuttle Projects. The directorates are Space Transportation, Science, Flight Projects, Engineering, Center Operations, and Customer and Employee Relations. Together these offices and directorates provide the Center’s capabilities for accomplishing scientific and engineering activities associated with design, development, testing, mission operations, and flight evaluation of space launch vehicles, payloads, and other assigned programs and projects in support of overall NASA objectives and operations of the Center. The MSFC Organization chart may be found at the following web address:

http://hrd.msfc.nasa.gov/charts/officialcharts.html
2.3 Flight Projects Directorate (FPD)

The Flight Projects Directorate (FPD) provides project management, design, development, integration, testing, and operations of ground and flight systems. The charter for FPD includes the development of innovative solutions for flight operations and the definition and development of space projects. Current projects supported are the Space Shuttle, the International Space Station (ISS), the Chandra X-ray Observatory (CXO), and the Space Launch Initiative (SLI). The Flight Projects Directorate operates the Huntsville Operations Support Center (HOSC).

2.4 Ground Systems Department 

The Ground Systems Department (GSD) within the FPD is chartered to implement ground systems that support space-flight operations. This includes the development and operation of voice systems, video systems, and data systems (e.g. command, telemetry, and planning) required to support flight mission operations. The GSD provides overall management of the development and operation of the HOSC. The GSD oversees all organization requirements, responsibilities, contract management, operations, and planning for the Huntsville Operations Support Center (HOSC) and coordinates with MSFC and NASA executive management regarding HOSC responsibilities, direction, and status. The HOSC consists of the ISS Payload Operations Center (POC)(also referred to as the Payload Operations Integration Center or POIC), the Shuttle Engineering Support Center (SESC), the Chandra X-Ray Observatory Engineering Support Room, the Shuttle Data Reduction Center (DRC), the ISS United States Operations Center (USOC), and the Microgravity Telescience Support Center (TSC). HOSC Systems include the Telescience Resource Kit (TReK), the Enhanced HOSC System (EHS), the ISS Payload Data Services System (PDSS) and the ISS Payload Planning System (PPS).

3 Huntsville Operations Support Center (HOSC) Contract Information

The Utilization Mission Services (UMS) contract was awarded in October 1996.  The UMS contract has been the contractual vehicle for the development and operation of the HOSC. The Space Shuttle Program Data Reduction Center (DRC) has historically been supported by the Center Operations Directorate and is currently under the Consolidated Space Operations Contract (CSOC).  Under this solicitation, the UMS and DRC are incorporated into the HOSC PWS.

3.1 Government Furnished Property (GFP)

The Government Furnished Property (GFP) used on the current contracts is described in the following sections. This information is provided to the Offerors to assist them in understanding the kinds of GFP provided and its past use.

3.1.1 Government Furnished Vehicles

There are no government-furnished and maintained vehicles in use at MSFC under the current contracts. 

3.1.2 Furniture

Government supplied and maintained furniture is provided. Furniture typically consisted of desk, chair(s), book case(s), file cabinet(s), trashcan, and table(s). 

3.1.3 Facilities

On-site space at MSFC is usable by the contractor on an “as-available” basis. Currently all contractor technical and operational personnel are located on MSFC and the UMS business personnel are located off site.  Any required off-site space is the responsibility of the contractor.  Currently, approximately 21,900 square feet of usable office space is available to UMS and DRC contractor personnel, with 16,200 square feet in building 4663, and 5700 square feet in building 4650.

3.1.4 Systems and Equipment

Attachment J-5 lists the GFP systems and equipment currently maintained by the UMS and DRC contractors. The content of the list is subject to change and is provided to support proposal development only.

3.2 Subcontracting Opportunities in Small Business SET-ASIDES

FAR clause 52.219-8, Utilization of Small Business Concerns, requires contractors to implement the Government's policy to provide all categories of small business concerns with "the maximum practicable opportunity to participate in performing contracts let by any Federal agency, including contracts and subcontracts for subsystems, assemblies, components, and related services for major systems." In order to accomplish this task to the fullest extent consistent with efficient performance of the required effort, data on subcontracting opportunities for the current contract effort are provided for reference purposes.

The current UMS contract effort contains the following historical small business subcontracting opportunities for the stated requirements:

Small Business - 45% of contract value

Small Disadvantaged Business - 40.1% of the contract value

Women- Owned Small Business - 34% of the contract value.

3.3 Job Classification History

The current UMS contract has employed between 175 and 197 personnel.  The Data Reduction Center  portion of the CSOC contract has employed between 20 and 30 personnel.  Appendix D shows the recent Job Classification breakdown for these personnel. 

3.4 Progress Reporting

The current contractor reports monthly progress to the customer in writing.  Copies of the 2002 Reports are available per Appendix E.

4 Huntsville Operations Support Center

The HOSC is comprised of the Payload Operations Center (POC) (also known as the Payload Operations Integration Center (POIC)), the Shuttle Engineering Support Center (SESC), the Shuttle Data Reduction Center (DRC), the Chandra X-Ray Observatory Engineering Support Room, and related systems to provide payload and launch support. To fulfill the responsibilities for on-orbit payload operations, the GSD developed, operates and maintains the HOSC.  The HOSC provided systems to support payload and vehicle operations, control and planning for the ISS, Space Shuttle and other programs. To support these multiple programs, the HOSC has implemented common systems as well as unique capabilities for each program.

4.1 HOSC Location

The HOSC is located in Building 4663 on the southwest corner of the Martin-Dodd Road intersection.  Building 4663 has four wings: A, B, C and M.  The HOSC presently resides in A wing and parts of B and M wing.  With the addition of Shuttle Data Reduction it will also include areas in C wing.  In addition, an annex to the HOSC is located adjacent to Building 4207 on Rideout Road.

4.2 HOSC History

Since NASA was established in 1958, MSFC’s responsibilities and contributions have brought and continue to bring a tremendous success to NASA’s space exploration program.  MSFC’s engineers and scientists designed and developed early-sophisticated rockets, such as the Redstone, Jupiter, Saturn (I, IB and V) and numerous other space vehicles.  This expertise in rocket design and development brought about a need to provide a real time launch support capability.

The Launch Information Exchange Facility (LIEF) was established to provide launch support for the NASA/MSFC Saturn/Apollo program at Kennedy Space Center (KSC).  The MSFC's Computation Laboratory managed the data system.  The former Mission Operations Laboratory managed the HOSC. During the Saturn V program, the LIEF/HOSC became known only as the Huntsville Operations Support Center, or simply, “the HOSC.”  In addition to launch support, some support to flight operations was provided in the Saturn/Apollo era.  This peaked with around-the-clock support provided to the Johnson Space Center (JSC) flight team during each Skylab mission.

The HOSC’s support to launch and flight operations ended with the Skylab project, but was briefly reactivated for the United States/Union of Soviet Socialist Republics (US/USSR) Apollo/SOYUZ mission.  At the end of the Apollo/SOYUZ manned mission, HOSC activities ended.  However, it was again reactivated for the Space Transportation System (STS)/Space Shuttle program.  Since then, the HOSC was expanded to include the Payload Operations Control Center (POCC) as the host facility for all Spacelab payload missions.  The facility included state-of-the-art data and communications systems that provided the resources required to monitor and analyze data and information necessary to isolate and correct Shuttle system and Spacelab payload problems prior to launch and during on-orbit operations.  It was also utilized to support payloads such as the Hubble Space Telescope (HST), Spacelab, the Tethered Satellite System (TSS), and the Inertial Upper Stage (IUS) missions.

4.3 Current HOSC and Functional Areas

The current HOSC systems provide mission support for a variety of Space Shuttle and ISS payloads.  

The Payload Operations Center (POC), also known as the Payload Operations Integration Center (POIC), provides 24x7 support for the payloads operating on the International Space Station (ISS).  The systems that support the voice, video and data requirements of the ISS can also support other non-ISS payloads.  In addition, the POC provides all the services required for remote Principal Investigators (PI) to conduct payload operations from their remote locations.  In support of the ISS, commands to ISS payloads are transmitted to the JSC Mission Control Center (MCC) for uplink to the ISS.  Ground-to-ground audio is also provided to the MCC.  When remote experiment and Space Shuttle engineering sites are supported, telemetry, commands, audio and video are exchanged directly between the HOSC and the remote site.  The HOSC also supports tests and simulations in which all other HOSC interfaces are utilized.

For the Space Shuttle program, the HOSC provides two different types of support.  First, the HOSC systems provide the capabilities to monitor the Space Shuttle propulsion systems during launch and ascent.  These propulsion systems include the Space Shuttle Main Engine (SSME), the External Tank (ET) and the Solid Rocket Boosters (SRB).  Space Shuttle launch support activities are provided within the HOSC from the Space Shuttle Engineering Support Center (SESC) and by remote monitoring at Thiokol in Utah and Martin Marietta in Michoud, LA.  Support at these locations is not part of this solicitation.  In addition to the launch support, the HOSC systems also provide the capability to operate on-orbit Space Shuttle payloads, although none are currently being supported.  

In performing mission activities, the HOSC interfaces with a variety of facilities for receipt and transmission of data, audio and video.  During launch and ascent support of the Space Shuttle, telemetry is received and audio is exchanged with KSC.  During Space Shuttle on-orbit operations, telemetry and video are received from the White Sands Complex (WSC).

Power for building 4663 and the HOSC is provided by the Tennessee Valley Authority (TVA) and delivered via two redundant sources.  In the event of failure of the two transmission sources, Uninterruptible Power Supplies (UPS) and generators back the HOSC computer systems and chilled air supplies.

4.3.1 ISS Payload Operations Center (POC)

The Payload Operations Center (POC) and the Payload Data Services System (PDSS) located within the HOSC at MSFC supports ISS payload flight operations, simulations, tests and checkouts.   Development of the POC/PDSS is complete and a redesign is underway with the majority of future costs being recurring operations and sustaining engineering related. 

The POC is a NASA ISS facility that manages the operation of on-orbit ISS payloads and payload support systems in coordination with the NASA Mission Control Center in Houston (MCC-H), the globally distributed International Partner (IP) Payload Control Centers (PCCs), Telescience Support Centers (TSCs), and individual payload user facilities.

4.3.2 User States Operations Center (USOC)

In addition to the POC, the HOSC contains the United States Operations Center (USOC), a facility where payload users can come to control and monitor the operations of their onboard payloads. Users can choose to operate their payloads remotely from their own home sites, or can establish residence in the USOC. The USOC provides the benefit of sitting next door to the NASA ground system experts should questions or problems arise. USOC users are provided with access to EHS workstations, POC networks, facility space, and POC audio and video systems.

4.3.3 Shuttle Engineering Support Center (SESC)

The MSFC Space Shuttle Project Office (SSPO) supports prelaunch testing, countdown, and launch activities from the Kennedy Space Center (KSC) and from the HOSC. The Shuttle management and engineering technical team provides analysis and problem resolution from the Shuttle area located on the second floor, west end of the HOSC.   MSFC SSPO representatives and technical support teams are online to support KSC Shuttle prelaunch and launch activities to include:

1. Shuttle Interface Tests

2. Terminal Count Demonstration Test

3. Mission (Management) Team Simulations

4. Shuttle Range Safety System Checks

5. Countdown

6. Launch through Main Engine Cut Off (MECO)

7. Post- Mission Analysis

The Shuttle support area consists of Personal Computer (PC) based systems downloaded with KSC-provided Personal Computer Ground Operations Application Language (PC-GOAL) software for monitoring pre-launch and launch activities. These PCs are supported by operations, maintenance, and system management functions, along with peripheral equipment and audio, video, and data interfaces. 

The SESC area consists of 4 rooms all within a restricted perimeter:

A. Meteorologist Interactive Data Display System (MIDDS) Support Area 

MIDDS provides pre-launch meteorological data for display and analysis during countdown support of a shuttle mission. MIDDS also supports post-flight analysis and launch simulations. This support includes the ingesting, storing, and processing of real-time and near real-time synoptic meteorological data within the vicinity of the launch area.

B. Shuttle Conference Work Area (CWA) 

The Shuttle CWA provides space for engineering teams to gather for troubleshooting/discussing out-of-family vehicle problems or any countdown problem requiring in-depth analysis. The CWA will allow for teleconferencing and real-time voice channel monitoring.

C. Shuttle Action Center (SAC) 

Shuttle Program Office representatives and support managers interface with KSC during the pre-launch and countdown phase of a shuttle launch activity. Shuttle management at MSFC is provided an on-line conference area with data display and voice/video communications directly to the KSC launch support area. The SAC is adjacent to the Shuttle Engineering Support Center.
D. Shuttle Engineering Support Center (SESC) 

Shuttle engineering support teams provide on-line support to KSC shuttle engineers during pre-launch and launch activities in the SESC. The SESC provides data display, voice and video communications for the Space Shuttle Main Engine.  External Tank, Main Propulsion System, Solid Rocket Boosters, Solid Rocket Motor engineering teams, and an area for the Safety and Mission Assurance position.  Shuttle coordination activities for the HOSC are performed by the HOSC Shuttle Manager (HSM) position.

4.3.4 Shuttle Data Reduction Center

The Data Reduction Center (DRC) is a general purpose computing facility which exists to provide data acquisition, processing, archival, and delivery services for Marshall Space Flight Center (MSFC), the NASA community, and mission related contractors.  The DRC utilizes highly automated systems to acquire and process data originating from space flight activities, orbiting experiments, and component ground tests in support of the Space Transportation System (STS) and Propulsion related project offices.  Data sources include real-time telemetry data from an orbiting vehicle or ground support equipment as well as previously recorded data on flight recorder or instrumentation tapes.  The DRC also creates and maintains the Certified STS Database for MSFC.

4.3.5 Chandra X-Ray Observatory (CXO) Engineering Support Room

The HOSC provides operations sustaining engineering support for the CXO Engineering Support Room, located in the User Operations Area (UOA) of the HOSC. The CXO consists of ten PC workstations interfaced, via dedicated T1, to the Chandra Operations Control Center (OCC) located in Cambridge, MA.  These workstations provide access to telemetry and operational data to support engineering analysis, trouble shooting, and mission operations events.  In addition, there are three voice instruments serviced by the MSFC voice switch, which connects via dedicated T1 to the OCC voice system for voice communications support between the two facilities. The CXO engineering support room is activated on a call up basis as mission events warrant and is not staffed continuously although actual services do remain up continuously.  This facility migrates in close concert with the OCC facility, which also utilizes an independently maintained copy of the EHS software.  Current support to the CXO Engineering Support Room is limited to voice and network connectivity and the associated systems engineering required to maintain these capabilities.  To date, no additional software development or IV&V functions have been required specifically for the CXO Engineering Support Room.  Utilization of ISS enhancements to remote operations using EHS will result in continued engineering efforts to improve overall performance of the facility.

4.3.6 Microgravity Telescience Support Center (TSC)

The MSFC TSC located in building 4493 provides mission support for ISS microgravity payloads.  The HOSC provides and operates the voice, video, and data ground systems for the MSFC TSC.  The HOSC also provides limited sustaining and integration engineering support for the MSFC TSC.

4.4 Configuration Control Boards and Groups

The Director of the Flight Projects Directorate (FPD) manages the HOSC as a resource for providing communication, computation, and display support for MSFC programs/projects and other NASA programs/projects. The Ground Systems Department (GSD) of the FPD has overall responsibility for the HOSC System including the Configuration Management (CM) responsibility and chairs the HOSC Management Control Group (HMCG) Configuration Control Board (CCB). The HMCG is also responsible for overall risk management of the HOSC. CM support is provided from the Engineering Directorate (ED) (CM and Data Management (DM) group) and their CM Mission Services contractor and the HOSC contractor/subcontractors. Other MSFC organizations provide technical and procurement expertise, as required. The requirements and hardware/software definition are controlled through a multilevel CCB system. 

The purpose of configuration control is to systematically define, evaluate, disposition, and implement the initial baseline technical documentation, the subsequent changes to the initial baselined technical documentation and any deviation/waiver to the baselined technical documentation.  Each MSFC CCB is established and authorized with a CCB charter and membership letter in accordance with “Configuration Control, MSFC Programs/Projects,” MWI 8040.2.

Further detail of the CCB processes and procedures are provided in MSFC-PLAN-2929, the HOSC Configuration Management Plan.

4.4.1 CCB Levels and Authority

The CCB levels and authority for the HOSC System are as follows:

A. Level II - JSC ISS Ground Segment Control Board (GSCB)

B. Level II - MSFC Chandra X-Ray Observatory (CXO) CCB

C. Level III - MSFC HOSC Management Coordination Group (HMCG) CCB

D. Level IV – HOSC Contractor CCB 

The contractor for the HOSC supports the routine activities of these control boards.

4.4.1.1
Level II ISS GSCB

The GSCB is the ISS program level authority responsible for negotiating and approving the Level II ISS Interface Control Document(s) (ICD) defining the technical interfaces between the MCC-H and the POC as well as the POC and International Partner (IP) control centers. A HOSC representative is a member of this GSCB and reports the HOSC assessment for all technical issues and ICD updates affecting interfaces to the POC. The HOSC representative provides coordination with the HMCG and provides the HMCG approved response to the GSCB. GSCB decisions are documented via Program Interface Revision Notice (PIRN)(s). The HOSC representative signs these as the HMCG commitment.

4.4.1.2
Level II CXO CCB

The CXO CCB is the controlling authority for its respective CXO OCC to HOSC ICDs. Although HOSC representatives are not members of this CCB, evaluations of applicable CXO ICDs and PIRNs and Interface Revision Notices (IRNs) are documented on Configuration Control Board Change Evaluation (CCBCE) forms, MSFC Form 4189, and are forwarded by the Level III HMCG CCB to the Level II CXO CCB for disposition.

4.4.1.3

Level III HMCG CCB

The HMCG CCB is the controlling authority for all programmatic requirements and the top-level HOSC requirements documents, operations documents, definition documents, configuration documents, implementation documents, specifications, plans, standards, and Level III HOSC MSFC ICDs. The Level III HMCG CCB is responsible for:

A. Identifying and approving the MSFC Level III HOSC configuration baseline definition, performance and programmatic requirements.

B. Evaluating and dispositioning proposed changes to the authorized MSFC Level III HOSC configuration baseline.

C. Evaluating and dispositioning proposed deviations and waivers to the authorized MSFC Level III HOSC configuration baseline

4.4.1.3.1
Change Processing

Changes to configurations and the associated documents that define the configurations are processed as illustrated in Figure 4-1 REF _Ref33607905 .  Changes to documents that do not describe system configurations (e.g., the Quality Plan) are processed via the continuous improvement process defined in the HOSC Quality Plan.
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Figure 4‑1 Configuration Change Processing

 REF _Ref33607905  Figure 4-1 shows the relationships of Level III and Level IV processing.

· Both Level III and Level IV processing include the same steps – initiation, evaluation, disposition, implementation, and verification and validation. The forms and tracking systems used for Level III are defined in following subsections. 

· The initiation media (Engineering Change Request (ECR), Problem Report (PR), etc.), evaluation results, change directive, and Verification and Validation (V&V) results are treated as quality records for both levels.

· The ECR Screening Panel defines/routes change processing through categorizing change requests.

· Facility changes that do not affect Level III documentation are documented with a HOSC Configuration Request (HCR) and processed as defined in FPD-OI-FD43.2, HOSC Configuration Request.  

· Problem report processing is defined in FPD-OI-FD40.10, HOSC Problem Report (HPR).

MSFC Form 2327, “MSFC Engineering Change Request”, (i.e., ECR) will be used to submit initial HOSC hardware, software, facilities, and interface control documentation for baselining and to submit subsequent baseline changes. ECRs will be prepared by the requestor and submitted along with required attachments to the HMCG Secretariat. 

The following documents contain more information on the CM process:

HOSC-SRS-107
Document Configuration Management  

HOSC-SRS-110
Change Request Configuration Management

HOSC-SRS-111
Data Products Request Configuration Management (DPRCM) CSCI of the EHS System

4.4.1.3.2
Level III HMCG CCB Membership

The Level III HMCG CCB membership varies with time, depending on the status of a program/project and the spectrum of the affected organizations. Typical membership at a point in time could include:

A. Chairperson – Ground Systems Department Manager/FD40

B. Alternate Chairperson - Ground Systems Department Assistant/FD40

C. Secretariat – Configuration and Data Management Group/ED43

D. Operations Group Lead/AD32

E. Protective Services Department Manager/AD50

F. Multi-use Payload Group Lead/FD31

G. Payload Operations Directors Group Lead/FD32

H. Payload Systems Group Lead/FD33

I. Mission Design Group Lead/FD34

J. Training and Crew Operations Group Lead/FD35

K. Operations Development Group Lead/FD36

L. Mission Systems Development GroupLead/FD41

M. Computer Security Official/FD41

N. Mission Support Systems Group Lead/FD42

O. Mission Systems Operations Group Lead/FD43

P. Chandra X-ray Observatory representative/FD03

Q. Ames Research Center (ARC) remote representative

R. Glenn Research Center (GRC) remote representative

S. Johnson Space Center (JSC) remote representative

T. Kennedy Space Center (KSC) remote representative

4.4.1.3.3
Contractor Responsibilities  

The HOSC contractor provides Level III Configuration Management (CM) support. The following CM activities are performed in support of Level III:

A. Identify and document requirements and detail design in documents, specifications, drawings, and associated lists.

B. Prepare and/or evaluate change packages.

C. Act as Change Package Engineer (CPE) for a change package when designated. The Level III HMCG CCB CPE is responsible for the following:

1.
Coordinate assessments for assigned change packages.

2.
Generate implementation plan to implement change.

3.
Coordinate integrated assessment and implementation plan with applicable organizations prior to CCB meeting.

4.
Provide Change Evaluations/actions to implement change to CCB Secretariat for CCB Directive (CCBD) preparation.

5.
Present change assessments, recommendations and draft implementation plan at CCB.

6.
Provide draft CCBD at CCB.

D. Implement CCB directions and provide closeout documentation.

E. Provide support to HOSC reviews to include tracking and status to closure of all Review Item Discrepancies (RIDs).  Also provide a secretary for HOSC reviews, Pre-board, and Board meetings to record and distribute minutes.

F. Assist in verifying that hardware/software/firmware is fabricated/coded in accordance with the released documentation.

4.4.1.4
Level IV HOSC Contractor CCBs

The Level IV HOSC contractor CCBs are authorized by the MSFC Level III HMCG CCB to baseline Level IV documents and disposition subsequent engineering changes and waivers to HOSC hardware/software detail design. 

4.4.2 Control Change Groups and Boards

A number of control groups and lower level boards have been established to assist in the management of specific systems and functions within the HOSC.  These include the Database Coordination Group (DBCG), the HOSC Operations Coordination Group (HOCG), and the HOSC Problem Report (HPR) Boards. 

4.4.2.1
Data Base Coordination Group

To facilitate the development and use of HOSC operations databases, a HOSC DBCG is established for each project supported by the HOSC. The DBCG reports to the HMCG Chairperson. There are HOSC operations databases for each project supported by the HOSC. Generally two levels of control are applied to HOSC operations databases: Project-defined control and HMCG control. These two levels of control are applicable at different times during the development and operational use of a HOSC operations database. Project-defined control is applied to the project source database during the development period prior to the utilization of a HOSC database for mission support (i.e., before it becomes promoted to “Baseline” status). HMCG control is applied to the operations database after delivery to the HOSC for project support. Project support includes test and validation, simulations, and actual mission support. The responsibilities and membership of the DBCG are defined below.

4.4.2.1.1
DBCG Responsibilities

The DBCG is responsible to the HMCG for the following functions:

A. Coordinates database delivery and implementation schedule for the HMCG and the project.

B. Reviews and dispositions Database Change Requests (DBCRs) which do not have cost or schedule impacts.

C. Coordinates the definition and development of HOSC operations databases with the project and the HOSC database development team.

D. Evaluates operations database problems during the development, operations, and implementation phases to determine the source of the problem and recommend a resolution.

E. Provides recommendations to the HMCG and the project on the resolution of all database problems, which impact cost or schedules.

F. Initiates appropriate changes to the project source database in response to problems identified by HOSC use of the operations databases.

4.4.2.1.2
DBCG Membership

The DBCG is composed of the following permanent representatives:

A. System Development Team (FD41) (chair)

B. Project Flight Operations Representative (primary during operations phase)

C. Project Source Database Development Representative (primary during development phase)

D. HOSC Database Development Representative

E. HOSC Integrated Test Team (HITT) Representative

F. Remote Operations Representative

4.4.2.2
HOSC Operations Coordination Group (HOCG)

The HOCG is a Level IV coordination group established for each project supported by the HOSC. The HOCG reports to the HMCG chairperson.

4.4.2.2.1
HOCG Responsibilities

The HOCG is responsible to the HMCG for the following functions:

A. The coordination of detailed operations requirements within the baseline capabilities approved by the HMCG.

B. Coordination of the HOSC standard operating procedures.

C. Coordination of HOSC operations schedules.

D. Control of HOSC variable operating configurations in support of daily operations.

E. Real-Time problem escalation, in coordination with the on-duty Project Lead operations personnel (i.e. facility user), the HOSC manager (FD40 Civil Service), and the lead IST (HOSC Contractor) member on duty. 

F. Coordination of HOSC Level IV documentation.

4.4.2.2.2
HOCG Membership

The HOCG is chaired by the Mission Systems Operations Group (FD43) and meets monthly. Personnel and organization representatives affected by the agenda attend the group's meetings that are open to applicable HOSC contractors and project users. The HOSC contractor supports the HOCG routinely with IST representation.

4.4.2.3
HOSC Problem Report (HPR) Boards

Two HOSC Problem Report (HPR) Boards have been established under the authority and direction of the Ground Systems Department.  The Payload Planning System HPR Board and the EHS HOSC HPR Board are each responsible for reviewing and prioritizing HPRs written against their respective areas, and assigning HPRs to future software builds.  A NASA civil service representative from the Ground Systems Department chairs each HPR Board. The HOSC contractor provides the following personnel to support the HPR Board Meetings:

A. Meeting facilitator/co-chair, who represents the HOSC contractor position for such matters as recommended priorities and build assignments for HPRs.

B. HPR Board Secretary, responsible for reserving the conference room, distributing meeting announcements, setting agendas, tracking actions, and updating the HPR data base as directed by the Board.

C. A representative for each area or subsystem that has HPRs on a particular meeting’s agenda, to provide a status of the HPR resolution.

The details of the HPR procedure are provided in FPD-OI-FD40.10, HOSC Problem Report Operational Instruction.

HOSC Architecture

The HOSC is comprised of several systems, which support the ISS and Shuttle Project operations.  The systems that support ISS are comprised of the Payload Data Services System (PDSS), the Enhanced Huntsville Operation Support Center (HOSC) System (EHS), the Payload Planning System (PPS), Mission PC Services (MPS), and the Enhanced Mission Communications System (EMCS). PDSS acquires, stores, and distributes ISS data to the EHS, International Partners (IPs), Telescience Support Centers (TSC), and other payload user facilities. The EHS processes commands and telemetry for pre- launch integration and checkout, simulation training, and flight operations. The PPS provides a set of software tools to automate planning and scheduling of payload activities. MPS provides the POIC operators with PCs and desktop software to access EHS applications and to support day-to-day office activities, such as word processing and email. The EMCS receives voice, video, and data from external interfaces and distributes voice and data to the POC user community. Video distribution is limited to monitors inside the HOSC and the MSFC TSC. The POC and its supporting systems (PDSS, EHS, PPS, MPS, and EMCS) reside primarily in the Huntsville Operations Support Center (HOSC), which is located in Building 4663 at NASA’s Marshall Space Flight Center (MSFC) in Huntsville, Alabama.

The EHS and PDSS within the HOSC can be configured to support several missions, several operational support modes and several projects simultaneously. The Mission, Operational support mode, and Project (MOP) identifier uniquely identifies an EHS and PDSS activity within the EHS system. The term ‘mission’ refers to a unique time period in a project’s lifecycle.  For ISS, ‘mission’ is denoted by the flight number assigned to the launch when the supported payload(s) is carried up to the ISS, e.g., assembly flights 5A.1, 7A and UF-1.  The term ‘operational support mode’ refers to the type of activity occurring in a project’s lifecycle, including real-time mission support, verification and validation, ground system test and checkout of flight systems, simulation, training and development.  The term ‘project’ describes a specific NASA project, such as the ISS, the Space Shuttle and the Chandra X-ray Observatory (CXO).  Some computer systems within the HOSC can be used to support multiple mission configurations simultaneously, while other computer systems are only capable of supporting one configuration at a time.

Systems that exclusively support remote ISS operations include the Telescience Resource Kit (TReK) and the Internet Voice Distribution System (IVoDS).  Systems that support Shuttle Operations include the PC-GOAL systems, EMCS, Meteorological Interactive Data Display System (MIDDS), and the Data Reduction Center (DRC).  PC-GOAL and MIDDS are KSC provided systems and software.  The HOSC only supports maintenance and system management of these systems.  The EMCS is the same generic HOSC system used by all other projects within the facility.  The DRC is used to support a data acquisition, processing, archival, and delivery services for the Shuttle activities.

Each system mentioned is described in more detail in the sections that follow.

4.5 EHS Components

The HOSC mission is to provide applications which support real-time, near real-time and non-real-time telemetry processing, command processing, and mission planning in support of pre-launch integration and checkout, simulation, training, and flight operations.  The Enhanced HOSC System (EHS) provides this functionality for multiple projects simultaneously.  Projects include the Space Shuttle, International Space Station (ISS), and the Chandra X-Ray Observatory (CXO).  The HOSC also provides as a service an Integrated Support Team (IST) for support of HOSC activities.  The IST includes facility operations support, system management, and hardware maintenance staffing.

Telemetry refers to the transmitting of data collected from a source in space to a ground system for analysis.  The EHS is a ground system, which processes telemetry received from sources such as the Space Shuttle, ISS, and CXO.  A command is a collection of data words that can be uplinked from a ground system to a spacecraft specifying data, a collection of data words, or an action to be executed onboard. EHS command processing uplinks commands to a destination, such as the Space Shuttle, via an intermediate facility.  A user of the EHS can evaluate telemetry and generate commands through User-generated Data Elements (UDEs), which are console tools created by using EHS user applications.  A display for presenting telemetry, a script for sending a pre-determined command sequence, or  a computation for producing a derived measurement  are examples of UDEs.

The EHS provides a Local Area Network (LAN) to support a project.  Each project LAN hosts user workstations and servers to perform the telemetry and command processing for a project’s mission.  There is also a separate LAN for the HOSC IST workstations and servers, and for the database workstations and servers.  The project LAN is configured to support telemetry and commanding for a particular project and mission.  The project LAN can support multiple operational support modes simultaneously.  These operational support modes are flight mission support, project-unique validation and verification, spacecraft ground testing and checkout, and simulation and training support.   However, each workstation and server is configured to support only one particular project, mission, and operational support mode at a time.  For example, for a project LAN that is supporting both flight and simulation operational support modes, there would be a project server configured to support the flight activity and a different project server to support the simulation activity.  EHS functions may also be distributed to remote sites to provide HOSC developed support to users in distributed locations around the world.  See Figure 5‑1 for a graphical description of the EHS Generic Architecture.

The EHS has been designed to be flexible to user needs, technology upgrades, and mission requirements and is achieved through the use of a distributed architecture.  The architecture is based on a client-server environment.  For the purpose of this document, ‘workstation’ will refer to the user’s client PC.  Most EHS applications are located on the user’s workstation.  The user’s workstation provides the access to the EHS applications and provides a distributed windowed processing system where the majority of the processing required by the user initiated applications are performed on that user’s workstation.  Some EHS applications are Web-based.

The EHS multi-tasking server environment and applications are developed on and executed in a UNIX operating system environment in order to support multitasking applications with multiple local and remote users accessing EHS applications simultaneously.  The applications are built to the American National Standards Institute (ANSI) C language standards and are Portable Operating Systems Interface (POSIX) compliant.  The EHS user interface is developed to standards for the Graphical User Interface (GUI) for EHS applications and to Java language for all Web-based EHS applications.  The Communications stack is in compliance with the International Standards Organization/Open Systems Interconnect (ISO/OSI) model with physical, data-link, network, and transport layers implemented to approved and established standards.  Database applications are based on ORACLE Relational Database Management System (RDBMS), with the data presentation layer supported by a standard SQL interface.  The data presentation layer supports X-windows protocol for EHS X-Windows based applications, native Microsoft Visual Standards based services standards for EHS PC based applications, and standards for services provided by EHS WEB based applications.  Security for access control is based on user profiles/roles.  EHS also has System-wide System Monitor and Control (SMAC) and Network Management functions, and fail-over capability for all EHS critical components.

The EHS Payload Operations Center (POC) Ground Support System is partitioned into a Private Domain and a Public Domain.  Redundant firewalls and Domain Name Servers (DNS) secure the Private Domain.  Router access lists and firewalls secure the Public Domain.  Network traffic between the Private Domain and the Public Domain is secured through protocol controls.  The EHS real-time and near-real-time LANs reside in the Private Domain. POC mission support functions and the PPS system also reside in the Private Domain. POC LANs are partitioned by function, with routers providing OSI/ISO layer 3 separations.

The EHS POC LANs include:

· Payload Operations LAN for EHS all near real-time operations

· Mission Support Services LAN for centralizing mission support

· User Operations Area LANs for Users in the Public Domain

· Development and Validation LAN for integration and testing

· Private LAN inside the Firewall with the Non-operational Development Environment (NDE), EHS Remote Interface Servers (ERIS), and the LOGIN servers

· User LAN for PC clients 

· Public DMZ LAN outside the Firewall for the Domain Name Service (DNS), WEB and the External Network Management servers.
Figure 5-1 shows the core EHS applications and functions with the interfaces to other HOSC components, external applications, and remote facilities. The EHS remote facility interfaces include the White Sands Complex/Network Control Center (WSC/NCC) for space shuttle Operational Downlink (OD) and Tracking and Data Relay Satellite System (TDRSS) S-band telemetry, the Space Station Control Center (SSCC – also known as MCC-H) for ISS payload commanding and telemetry services, the ISS Mission Build Facility (MBF) at JSC for ISS command and telemetry data base parameter definitions, and the Telescience Center (TSC) and International Partner (IP) Control Center interfaces for commanding, telemetry, voice, and video capabilities. EHS interfaces to other HOSC components include the ISS Payload Planning System (PPS) for mission planning products and the Payload Data Services System (PDSS) for distributing science data to local and remote users of space station. The EHS interfaces with the Payload Data Library (PDL) Command and Data Handling (C&DH) data set that is an external application for unique command and telemetry database parameter definitions for ISS payloads. 

More explanatory information about EHS components can be found in the following documents:  HOSC-EHS-065
 EHS Concepts and Scenarios 

MSFC-DOC-2837D
 POIC System Architecture Document
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Figure 5‑1 HOSC EHS Generic Architecture

The EHS system architecture shown in Figure 5-2 is a networked client/server environment where the majority of the EHS applications reside on the EHS workstations on a project LAN. The project LAN hosts the workstations and servers to perform the mission planning, telemetry and command processing for each mission. The LAN has access to other LANs that host the generic and Mission Support Services (MSS), and access to the EHS Remote Interface Servers (ERIS) and Enhanced Mission Communications System (EMCS) for remote users access to EHS functions.  Please reference Appendix B, EHS Code Count Raw Information and Appendix C, EHS COTS Products, for applicable software information.
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Figure 5‑2 EHS System Architecture

4.5.1 EHS Subsystems

The EHS is partitioned into the following subsystems: Telemetry Processing (TLM), Command Processing (CMD), Database Services (DB), Web Infrastructure, Payload Information Management System (PIMS), System Monitor & Control (SMAC), Utilities (UTIL), System Services (SS), and Operations Control Mission Software (OCMS). The following sections will address each of these subsystems in more detail (also see Figure 5‑1).

The following documents provide more details of the EHS:

SSP 50304

POIC Capabilities Document

SSP 50305      

POIC to Generic User Interface Definition Document, Vol.1

HOSC-EHS-065
The EHS Concepts and Scenarios Document

HOSC-DOC-076 
Enhanced HOSC System Process Definition Document 

MSFC-DOC-2837
POIC/UDC System Architecture Document

5.1.1.1

Telemetry (TLM) Subsystem
The EHS receives telemetry as Time Division Multiplexed (TDM) streams, Consultative Committee for Space Data Systems (CCSDS) packets (reference the MSFC Telemetry Format Standard, MSFC-STD-1274 and the CCSDS Recommendations for Packet Telemetry, CCSDS 102.0-B-2 Blue Book) and Bit-stream Protocol Data Units (BPDUs).  The EHS receives telemetry at the Payload Data Services System (PDSS) and at the telemetry servers from the Data Distribution Switch (DDS).  The PDSS receives Space Station S-band Core Systems, Ku-band payload science, and Ku-band payload health and status telemetry, all of which is processed as CCSDS packets or BPDUs, puts an EHS header on it and distributes it to the TLM subsystem.  The telemetry servers receive CXO and Space Shuttle telemetry, which is processed as TDM.    Although telemetry transmitted from Chandra X-ray Observatory (CXO) uses the CCSDS transfer frame protocol, the EHS processes the data as TDM.  The telemetry servers also receive data from other operations centers that is processed as telemetry using the NASA Communications System (NASCOM) 4800-bit block protocol (reference the Interface Control Document between the Mission Operations Centers and the Goddard Space Flight Center (GSFC) NCCDS, 451-ICD-NCCDS/MOC).
The TLM Subsystem has telemetry processing partitioned into five major functions:  Telemetry and Network Services (TNS), Near Real-Time Services (NRT), User Telemetry Applications (UTA), Scripting (SLP), and Telemetry Services for remote users in the form of distribution of Ground Support Equipment (GSE) packets and Custom Data Packets (CDP).

TNS Functions include:

· Maintain the local tables containing Telemetry Database information for processing telemetry

· Provide the common network services library for receiving telemetry and distributing telemetry through the EHS

· Receive EHS standard packets via networks

· Process telemetry packets to extract telemetry data, pseudo telemetry data, and timing data from packets

· Convert data to standard types compatible with EHS software applications and EHS hardware

· Calibrate telemetry data

· Perform limit sensing or determine expected state violations

NRT Functions include:

· Receive EHS packets from TNS and log them

· Establish and maintain a directory listing of logged data

· Process user requests and retrieve parameter samples or packets from storage via secure browser connections 

· Process user requests to distribute packets onto networks

· Establish and maintain a resource usage history  

UTA Functions include:

· Display Generation provides users the capability to generate displays with graphical and textual objects

· Display Operation drives displays with real-time, playback, or dump telemetry data

· Computation Generation provides user with a capability to develop user Comps in C or FORTRAN which use telemetry and/or pseudo telemetry data

· Computation Operation drives user Comps with real-time, playback, or dump telemetry data

· NRT Data Requests allows the user to customize data requests from the NRT Data Log

· Exception Monitoring monitors measurements continuously for limit or expected state violations

SLP Services Functions include:

· Script Generation allows users to create, edit and validate scripts

· Script Operations provides for the control and monitoring of script execution

· Scripting directives provide arithmetic and logic functions

· Scripting Services provides for the updating and uplinking of commands

· Scripting Services provides for the execution of displays and computations 

· Scripting Services provides for telemetry monitoring and the initiation of automated responses

· A Scratchpad Line application provides a limited Command Line interface to the EHS

Ground Support Equipment (GSE) Packets attributes:

· GSE Packets provides GSE with sample telemetry packets

· Definitions are establish and maintained in the TDB

· User can specify Measurement Signal Identifiers (MSIDs) and change TDM GSE processing definitions

· GSE packets are unicast to the GSE destination by the user

· GSE application resides on the ERIS Server and the user interfaces are via secure browser connections

Custom Data Packets (CDP) attributes:

-  Definition is maintained by the active CDP application

-  User specifies the MSIDs

-  CDP Packets are returned to the requesting process

-  CDP application resides on the ERIS Server

The primary EHS components allocated to or used by the TLM Subsystem include:

- Telemetry Servers

- Web servers

-  EHS Workstations (including Dual Head Workstations)

-  ERIS / Login Server

-  NDE Server

-  TNS Subsystem components reside on every EHS platform

-  EHS Networks, routers, and serial interfaces to DDS

The Data Acquisition and Distribution Subsystem (DADS) acquires telemetry data from these multiple sources: Time Division Multiplexed (TDM) data streams, Space Shuttle Operational Downlink (OD) data streams, NASCOM 4800 bit blocks, and double encapsulated ISS ZOE S-Band data from PDSS.  DADS performs error checks, generates data quality information, and encapsulates data into standard EHS packets for distribution.  The telemetry servers are the primary components of DADS.
The telemetry servers perform the front end processing tasks, such as telemetry acquisition, EHS protocol packet encapsulation, and distribution for NASCOM 4800-Bit Block streams, OD streams and TDM streams (See Figure 5-3  REF _Ref33942978  \* MERGEFORMAT ). The telemetry servers provide project specific mission computations and exception monitoring outputs to users.  The Near Real-Time (NRT) telemetry storage and retrieval functions reside on the telemetry servers.  These platforms also generate subsets for telemetry parameters and GSE data.

The Off-line Test Equipment (OTE) Server is a Project Server with telemetry diagnostic tools used by the SMAC user team for trouble shooting.  The OTE server only resides on the Operations Support LAN.

The Telemetry Subsystem has two Telemetry Servers.  One Telemetry Server is configured as the Primary Telemetry Server.  The second Telemetry Server is configured to provide telemetry server redundancy and is referred to as the Backup Telemetry Server.  In this configuration, both Telemetry Servers are running independently and executing the same telemetry processing software.  Both of the Telemetry Servers are independently storing the telemetry onto a local disk storage system.  However, the Primary and Backup Telemetry Servers are not able to access each other’s disk storage system.  There is a capability to restore data to a disk.  The purpose of operating a Primary and Backup Telemetry Server is to minimize the interruption of telemetry processing to users due to a telemetry server failure and to ensure telemetry is not lost for logging purposes.  Each Telemetry Server is connected via a SCSI Interface to a Redundant Array of Independent Disks (RAID).  The RAID is used to store and retrieve NRT Telemetry Data.

The telemetry server hosts the TNS, NRT, and UTA Mission Computation and Exception Monitoring applications.  The telemetry server also hosts the Fault Summary Application (FSA).  The FSA displays Emergency, Caution, Warning and Advisory (ECWA) messages downlinked in the S-Band essential telemetry data as defined in the Software Interface Control Document Part 1 U.S. Ground Segment Command and Telemetry. This application correlates the ECWA event code to its associated message as defined in the Mission Build Facility (MBF) Standard Output File and also creates individual data elements of ECWA data and make them available to user telemetry application.

More information can be found in the following documents:

MSFC-MOU-0010
Memorandum Of Understanding Between the GEORGE C. MARSHALL SPACE FLIGHT CENTER And the JOHNSON SPACE CENTER For Delivery Of ISS Antenna Management Software To Support International Space Station Payload Operations at the Payload Operations Integration Center

MSFC-ICD-3109 
Part I Payload Software Integration and Verification (PSIV) To Huntsville Operations Support Center Interface Control Document Part I

MSFC-MOU-0011
Memorandum Of Understanding Between the GEORGE C. MARSHALL SPACE FLIGHT CENTER And the JOHNSON SPACE CENTER For Delivery Of ISS Manual Procedures Viewer Software To Support International Space Station Payload Operations At The Payload Operations Integration Center

SSP 41154

Software Interface Control Document Part 1 United States On-Orbit Segment to 

United States Ground Segment Command and Telemetry

SSP 41158

Software Interface Control Document Part 1 United States On-Orbit Segment to 

International Ground System Segment Ku-Band Telemetry Formats

ICD-3-60056
Payload Engineering & Integration, Ground Support Requirements. Team & Payload Data Library to the HOSC ICD

MSFC-STD-1274 
MSFC POCC Telemetry Format Standard (Volume 1 & 2)

SSP 42018
International Space Station, United States On-Orbit Segment to Ground (Through Tracking and Data Relay Satellite System) Interface Control Document

HOSC-SRS-017 
Software Requirements Specification for the FEP CSCI HOSC EHS

HOSC-SRS-025 v1
SRS for the Near Real Time Data Log - Volume 1 DRN

HOSC-SRS-025 v2
SRS for the Log File Recovery of EHS - Volume 2 

HOSC-SRS-025 v3
Software Requirements for the Log File Purge - Volume 3 

HOSC-SRS-025 v4
SRS for the NRT System Status of the NRT Data Services of the EHS 

HOSC-SRS-025 v5
Software Requirements Specification for the Packet Retrieval System 

HOSC-SRS-025 v6
Software Requirements Specification for the Retrieval Usage System 

HOSC-SRS-026 v1
SRS for Telemetry Services - Core TLM Processing GSE 

HOSC-SRS-026 v2
SRS for Telemetry Services - Playback Configuration Manager 

HOSC-SRS-026 v3
SRS for Telemetry Services - Network Services 

HOSC-SRS-026 v4
SRS for Telemetry Services - Local Table Operation - updates 

HOSC-SRS-026 v5
P/B Configuration. Remote Service of Telemetry. Network Services 

HOSC-SRS-027 v1
User Telemetry Applications Vol. I - Display Services 

HOSC-SRS-027 v2
User Telemetry Applications Vol. II - Computation Services

HOSC-SRS-027 v3
User Telemetry Applications Vol. III NRT Reports 

HOSC-SRS-027 v4
User Telemetry Applications Vol. IV - Exception Monitor 

HOSC-SRS-027 v5
SRS for the User Telemetry Applications - Volume 5: Playback Status 

HOSC-SRS-027 v6
SRS for the Near Real-Time Data Capture of the User Telemetry Applications of the Enhanced HOSC System 

HOSC-SRS-605 
SRS for the Fault Summary Application

HOSC-SRS-024
SRS for the Scripting Language Processor

HOSC-SRS-235
Telemetry and Network Services - Custom Data Packet

HOSC-SRS-258
SRS for the GSE Packet Processing
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Figure 5‑3 Telemetry Subsystem Configuration

All telemetry processing for external users occurs on the EHS Remote Interface Servers (ERIS).  In this description, the term 'external users' refers to users located outside of the firewall who access telemetry data from the HOSC by means of web-based applications in the EHS system or by means of applications interfacing with the ERIS Listener and ERIS Shell to receive custom data packets, such as the applications that are part of the Telescience Resource Kit (TReK) system or any system designed to receive EHS custom data packets.  The "user oriented" telemetry services provided on the ERIS Server include generation of ground support equipment (GSE) packets; generation of custom data packets (CDP); and user changes to local table definitions.  To provide these "user oriented" services, a telemetry processing infrastructure exists "behind the scenes" to receive telemetry packets, to perform local table management, and to perform parameter extraction.
The ERIS servers reside on the Private (PVT) LAN behind the firewall.  They also provide for data integrity and a secure shell to remote users for programmatic connections to EHS applications.

The ERIS server hosts the CDP and GSE packets EHS applications.

More information can be found in the following documents:

HOSC-SRS-235 
Telemetry and Network Services - Custom Data Packet

HOSC-SRS-258 
Software Requirements Specification for the GSE Packet Processing

5.1.1.2

Commanding (CMD) Subsystem

The Commanding subsystem does the following:

• Provides users the capability to view, modify, and initiate commands
• Provides command status for each command as it traverses the command path from POC to MCC-H,   from MCC-H to ISS, reception by ISS, and to the destination ISS flight processor for execution

• Provides downlink request via secure browser connections 
• Provides user specified command log for commanding activity

• Provides programmatic interfaces to other EHS applications

• The Commanding Subsystem provides control, status, and security functions necessary to safely execute commanding to manned spacecraft.  This involves:

· Enable or disable the Command Subsystem, a specific user, or a specific command

· Hazardous/critical command confirmations and checking

· Enforcement of command protocol from source to destination processor

The primary EHS architectural components allocated to or used by the Commanding Subsystem (See Figure‑5‑4) include:

-  EHS Workstations

-  Command Servers

-  Web Servers

-  ERIS / Login Servers

-  DNS Servers

-  EHS Networks

The Command Server serves as the EHS gateway for all project-commanding activities (See Figure‑5‑4).  It has the capability to receive commands from local and remote EHS systems, user GSE, and remote user facilities. Upon receiving a command, the server is responsible for executing the appropriate validation processes and checking for hazardous and critical commands before performing the actual command uplink. It is also responsible for making command acceptance responses and command activity reports available to the initiating user. The Command Server provides the capability to monitor telemetry values in response to commands and provides messages to the command initiator.  The Command Server contains the central commanding applications and the Operational Command Database (OCDB).  A new OCDB is required for each flight.

The command server provides for a centralized location where command images are built, validated, stored, and forwarded to the intermediate facility for uplink.  Checks are performed on the command server for hazardous commands and for conflicts in time prior to uplink.  The command server also receives and forwards command responses to users, logs commands and command responses, and maintains the command log.

The Command Subsystem has two Command Servers.  One Command Server is configured as the Primary Command Server.  A second Command Server is configured to provide Command Server redundancy and is referred to as the Backup Command Server.  The intent is to minimize any command service disruption caused by server failure.  Any responses outstanding at the time fail-over occurred are not routed to the originating application after fail-over is complete.  However, these responses can be viewed through the Command Track or Command De-log applications via a web interface.

The EHS command server hosts all software primarily responsible for command preparation, construction, and transmission.  The focus of command activity on the command server occurs in the Central Command Processor (CCP) software.  The CCP software is the portion of the project’s Command System Services (CSS) that resides on the command server.  The other major component of CCS is the Workstation Command Processor (WCP), which resides on each command workstation.  The CCP acts as a central location from which, in many instances, the WCP may make requests concerning project command activities.  The configuration of each project’s CSS is delivered to CCP by the SMAC.  These configurations are kept in a table located within the OCDB.  The OCDB is also resident on the command server and is responsible for maintaining all static and dynamic information necessary for project command support.  Additionally, the OCDB maintains a running log of all commanding activities.  The OCDB is accessed through Database Access Routine Library (DARL) calls.  The CCP interface to the OCDB allows the construction and the transmission of commands.  As commands are ready for uplink, the OCDB provides information on the enablement of the command, the enablement of the user requesting the transmission of the command, the CSS enablement, the hazardous or critical nature of the command and other pertinent information.  Once the command is ready for uplink, the CCP makes a final bit-by-bit comparison of the command against a table of known hazardous command bit patterns.  This check ensures that the user is not sending an unauthorized hazardous command, which could endanger the project or mission.  Once the command is transmitted, the CCP will register the command in the command log and, if applicable, will also instruct the TNS software to begin monitoring the project’s telemetry for the predefined responses associated with the transmitted command.  Upon receipt of the predicted responses, the CCP will forward them to the requesting WCP service.

The command server also services remote users who are registered to utilize the EHS commanding functions for a specific project.  Remote users must be recognized users of a particular project and must provide minimal information to the OCDB on all commands to be transmitted before any commanding from a remote site can occur.  Remote users can send commands from a TReK workstation or other programmatic command interface. More information can be found in HOSC-SRS-015 Software Requirements Specification for the Central Command Processor.

Remote commanding users have two interfaces to the EHS system to support remote commanding operations: over the worldwide web (Web) and through the EHS Remote Interface Server (ERIS). 

Over the Web interface, remote users can access and download the portions of the system they are authorized to access, generate command de-log reports, observe real-time command track displays, and generate file downlink requests.

Through the ERIS interface, remote commanding users access the real-time commanding services of EHS to update commands which they are authorized to access in the EHS OCDB, uplink commands using the definitions in the OCDB, uplink commands, which have been built in the appropriate CCSDS packet format on the remote workstation, and receive responses to these requests.
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Figure‑5‑4 Command Server Configuration

More information on the command subsystems may be found in the following documents:

SSP 45001 Part I 
Space Station Control Center to Huntsville Operations Support Center (HOSC) Interface Control Document International Space Station Program - Part I

MSFC-STD-2535
MSFC HOSC Command Format Standard

HOSC-SRS-262
SRS for the Command Plan Management Tool

5.1.1.3

Database Services (DB)

The Database Services subsystem converts external files including files received from Payload Data Library (PDL) and Mission Build Facility (MBF) into EHS ISS Command and Telemetry Databases.  Database Services validate converted databases for proper syntax and interdependencies; produces and delivers validated command and telemetry databases; stores and configuration manages User generated Data Elements (UDEs) - displays, scripts, computations, etc.; provides DBMS monitoring for status and performance; and provides a Database Change Request (DCR) system.  DB is provided across the Internet via secure browser connections.

Primary HOSC architectural components allocated to, or used by the DB Subsystem include:

· Database Servers

· Web Servers

· Telemetry Servers (as a database client)

· Command Servers (as a database client)

· EHS Remote Interface Server (ERIS)

· EHS Workstations (including dual-headed workstations)

· Non-operational Development Environment (NDE) Server (as a database client)

The EHS Database Servers provide EHS Database Services (DBS).  The DBS provide tools through which commanding and telemetry ground processing support data is stored, accessed, modified, and managed.  The software for DBS is comprised of six major components.  These are the Telemetry Database processing software (TDB), the Command Database processing software (CDB), the User-Generated Data Elements processing software (UDE), Off-line Data Elements processing software (ODE), the Database Change Request system (DCR), and the Database Monitor and Control software (DMC).  Each of these make use of the Oracle Relational Database management System (RDBMS) software and client/server architecture.  

The Database Servers host the Project Command Database (PCDB), Project Telemetry Database (PTDB), Database Change Requests (DBCRs) and UDEs for each flight.  There are currently five Database Servers configured as follows: 1) Primary flight/mission server hosting command and telemetry databases for flights supported by the EHS Build 6.X software series; 2) Back-up flight server hosting command and telemetry databases for flights supported by the EHS Build 6.X software series; 3) Simulation server hosting databases for flights supported by the EHS Build 7.X software series; 4) Test server hosting test databases for flights supported by the EHS Build 7.X software series; 5) Test server hosting databases for flights supported by the EHS Build 8.X software series.

More information on database services may be found in the following documents:

MSFC-DOC-1949 V1-V6
MSFC HOSC Database Definitions

MSFC-RQMT-2639

International Space Station (ISS) Mission Computations

SSP 57002


Payload Software Interface Control Document Template

ICD-3-60056    
Payload Engineering & Integration, Ground Support Requirements Team & Payload Data Library to the HOSC ICD

5.1.1.3.1 Telemetry Database Processing Software (TDB)

The TDB software is used to convert data from an external facility into the Telemetry Database; validate data in the Telemetry Database against the MSFC-DOC-1949 Database Definitions document; generate products from the Telemetry Database for external facilities; and store, access, modify, and manage the Telemetry Databases, which are used to support telemetry processing.  It also provides the capability for a user to access the Telemetry Database.   Each project that is supported by the HOSC will have a final Telemetry Database (usually third revision) for each mission.  The Telemetry Database and the server portion of TDB will be located on the appropriate Database Server.  The TDB user interface will reside on the database workstations and the EHS workstations. Database administrators use the database workstations for populating and administering the TDB

More information can be found in the document HOSC-SRS-022, Software Requirements Specification for Telemetry Database Processing.

5.1.1.3.2
Command Database Processing Software (CDB)

The CDB software is used to convert data from an external facility into the Command Database; validate data in the Command Database against the MSFC-DOC-1949 Database Definitions document; generate products from the Command Database for external facilities; and store, access, modify, and manage the Command Databases, which are used to support command processing.  It also provides the capability for a user to access the Command Database.   Each project that is supported by the HOSC will have a final Command Database (usually third revision) for each mission.  The command database and the server portion of CDB will be located on the appropriate Database Server.  The CDB user interface will reside on the database workstations and the EHS workstations. Database administrators use the database workstations for populating and administering the CDB.
More information can be found in the document HOSC-SRS-019, Software Requirements Specification for the Command Database Processing CSCI.

5.1.1.3.3 User Generated Data Elements (UDE) Database Processing Software

User Generated Data Element Management application is used for centralized storage of UDE developed by an EHS user using other EHS applications. These data elements include displays, computations, scripts, command update forms, near real time data requests, local table change files, and exception monitoring configuration files, strip chart recorder files, and message handler configuration files. The User Generated Data Element Management application contains routines to perform storage and retrieval of user generated data elements to/from the centralized database or any EHS supported media; viewing and printing of selected directory attributes; copying, and deletion of user generated data elements.  The UDE database and the server portion of UDE will be located on the appropriate Database Server.  The user interface that is used to store and retrieve UDEs from the Database Server will be located on the EHS workstations.  The Non-operational Development Environment (NDE) server resides on the PVT LAN inside the firewall and provides the user with a server platform for off-line support for development of UDEs. 

More information can be found in the document:

HOSC-SRS-023 
Software Requirements Specification for the User Generated Data Elements   Management CSCI of the Enhanced HOSC System

5.1.1.3.4 Off-line Data Element Management (ODE) Database Processing Software

Off-line Data Element Management application is used for centralized management of data elements used by various organizations including the Chandra (also known as AXAF) Off-Line System (OFLS), TRW Space Park (TRW), and the Chandra Science Center. These data elements may include any element defined by these organizations as storable and can include elements such as timelines, schedules, command loads, memory dumps, bit maps, and star catalogs. The Off-line Data Element Management application (ODE) will contain routines to perform storage and retrieval of Off-line Data Elements (ODEs) to/from the centrally managed ODE Database as well as editing, viewing and printing of text ODEs.

More information can be found in the document: 

HOSC-SRS-069 
Software Requirements Specification for the Off-line Data Element Management CSCI of the Enhanced HOSC System

5.1.1.3.5 Database Change Request (DCR) Database Processing Software

The Database Change Request (DCR) application is used to store, access, modify, and manage the DCR database.  DCR provides the capabilities for creating, storing, and maintaining Database Change Requests (DBCRs) electronically. These DBCRs are requests to change or add data to the EHS Telemetry database or the EHS Command database. If the DBCRs are approved then Telemetry Database Processing (TDB) or Command Database Processing (CDB) will implement the changes.  The DCR database and the server portion of DCR will be located on the appropriate Database Server.  The user interface is located on the database workstations and EHS workstations.  The database workstations are used to fill out, submit, and disposition DBCRs.  EHS workstations can also be used to fill out and submit DBCRs.

More information can be found in the following document: 

HOSC-SRS-020
Software Requirements Specification for the Database Change Request CSCI of the Enhanced HOSC System

5.1.1.3.6 Database Monitor and Control (DMC) Software
The DMC application is used to monitor, control access to, build tables for, and do backup and recoveries on the TDB, CDB, UDE, ODE, and DCR databases.  The server portion of DMC is located on the Database Server.  The user interface is located on the database workstations and end user workstations.  The DMC functions can be accessed only from privileged accounts.
More information can be found in the following documents:

HOSC-SRS-019 
Software Requirements Specification for the Command Database Processing HOSC-SRS-020 
Software Requirements Specification for the Database Change Request CSCI

HOSC-SRS-021 
Software Requirements Specification for the Database Monitor and Control

HOSC-SRS-022  
Software Requirements Specification for the Telemetry Database Processing

HOSC-SRS-023  
Software Requirements Specification for the User Generated Data Elements Management CSCI

HOSC-SRS-069 
Software Requirements Specification for the Off-line Data Element Management CSCI of the Enhanced HOSC System

5.1.1.4 Web Infrastructure

EHS was developed to be web accessible with secure interfaces.  A specific subset of HOSC capabilities was defined for remote users on the web.  Web access provides services based on user privileges, project, and activity.

The web infrastructure was developed with the capability to provide secure access to EHS services.  This secure access is done over the Internet by employing Virtual Private Network technology, which utilizes the Triple Digital Encryption Standard (3DES), Private Key Infrastructure (PKI), and compliance to Internet Protocol Security (IPS) 1.0b.  The web infrastructure is extensible without compromising current activities.  Sensitive user data is always protected.  A three-tier system provides separation of services from web interfaces.  Applications can be added to the web infrastructure as the need arises.  Applications support includes TLM/PDSS data retrieval, Payload Information Management System (PIMS), GSE data request, Database, and EHS component status.

The HOSC Web servers provide security authentication and a World Wide Web (WWW) based graphical user interface for some EHS services. Servers are located internally and externally to the firewall to provide enhanced isolation and security. The Web servers provide little functionality above access and security. They are primarily acting as gateways and are configured for high availability to ensure access to HOSC functions. One system is located on the Mission Support Services (MSS) network for use by internal HOSC users. The second system is located on the public access LAN and is intended for use by remote EHS users.
More information can be found in the following document:

HOSC-EHS-065 R3 
Software Requirements Specification for the Fault Summary Application

Remote commanding users have two interfaces to the EHS system to support remote commanding operations: over the Web and through the EHS Remote Interface Server (ERIS).  Over the Web interface, remote users can access and download the portions of the command database (CDB) which they are authorized to access, generate command de-log reports, observe real-time command track displays, and generate file downlink requests.

The Web Services architecture is composed of a number of components to maximize security of services provide.  This architecture is composed of HOSC extant components such as Domain Name Service (DNS) and a firewall.  The firewall is a traffic cop between two domains and is used to constrain the type of data and users that are allowed access between the domains.  The Firewall itself is a combined hardware and Commercial-Off-The-Shelf (COTS) software implementation, with custom software to download user profiles and passwords from EHS Systems Services (SS) so as to ensure secure access between the private and public domains of the HOSC networks.  Web servers are exclusively allocated to external or internal users on the Public LAN.  The EHS firewalls have level 3 filtering to accomplish the firewall tasks.  Protocols supported include FTP, SMTP, TCP, and UDP.
5.1.1.5 Payload Information Management System (PIMS)

PIMS is a multi-project electronic information management system used by the Payload Users, POC Operations Controllers, and other programmatic users for mission preparation and execution.  The primary purpose of the PIMS is to provide centralized payload operations information management for controlling changes to payload experiments.  Real-time mission operations, simulations, and short term planning cycles are supported simultaneously by PIMS.  PIMS also provides a pre-mission functionality in support of mission document preparation, change requests, and configuration management (CM).
The PIMS is solely web based and uses the three-tiered architecture (See Figure 5-5).  The PIMS/Timeliner Server is Tier 1, the WEB servers are Tier 2, and the User Workstations are Tier 3.

The Timeliner Compiler and Program Unique Identifier (PUI) Mapper reside on the PIMS/ Timeliner Server with direct programmatic interfaces to other EHS applications. Timeliner is a commercial application provided by the Charles Stark Draper Research Laboratory used for onboard-automated procedures for ISS.

The PIMS Server functionality provides:

· The centralized vault information database integrated with COTS (ORACLE)

· The Workflow Engine with user notifications and status updates and the workflow business rules

· Programmatic interfaces to the Internal and External Web Servers

· File Transfer Protocol Services (FTP)

· JAVA Remote File Services (RFS)

The WEB Servers functionality provides:

· User authentication, translation, and vault session management

· EHS remote methods for vault/database access and vault connectivity

· Downloading of JAVA applets to the user workstation

· Applications (including PIMS) when selected from the EHS Launchpad

The major PIMS Applications are Web based applications consisting of Document Configuration Management (DCM), Operations Change Request (OCR), To Do List, and Timeliner.

The Document Configuration Management application displays folders, documents, and files.  It consists of a directory tree structure and 6 columns of document or file data.  A user may traverse through the document folders in order to view or edit documents created by the user’s ID or view documents created by other user IDs.  Files may be launched via the browser into the proper application according to file type.  A new document may be created at any time.  The originator of a document must enter a document name and may add other data such as document title, document number, description, file(s), auto transfer, and FYI (For Your Information) list.  A document may consist of zero to many files with files easily being added from the local workstation or any accessible FTP site.  If the originator selects Check In, the document will be placed in the designated folder and may be edited at a later date.  If the originator selects Register, the document will be placed on the originator’s To Do List for edit and will be in the Development state.  A document will either be in Development or Approved state.  If it is in the Development state, it will appear on the owner’s To Do List.

The Operations Change Request application allows the users to create and submit OCRs. The OCR application allows any PIMS user to view the current status of any OCR in the PIMS that is in the current MOP.  Once an OCR has been initially created, it can only be accessed from a user’s To Do List.  The life cycle of an OCR may include all of the following steps: Create, Withdraw, Submit to a Lead Approver, Release for Review, Putback, Final Approve, Disapprove, Implement, and Archive. Flight control personnel of a project manage changes to the mission timeline and products through OCRs.
The To Do List provides a list of tasks to be acted upon by the user ID who logged in.  Each item in the list may be an OCR or document that has entered a workflow and requires some action to be taken by the user, similar to E-mail. When a task has been completed, removed, or another task has been added, the To Do List will auto refresh in a few moments. A manual refresh button is provided.

The Timeliner Compiler application provides the interface to the Draper Labs developed COTS Timeliner Compiler and Mapper software.  The Timeliner Compiler is a ground-based system used to compile automated procedures used by the Payload Operations Center (POC) to control International Space Station (ISS) payloads and systems.  Compiled automated procedure executables and support files are uplinked to the ISS and run on-board by the payload MDM executor software.   Graphical user interfaces to the COTS compiler provide capabilities for user initiated compilation, validation, and status checking. Programmatic interfaces to the compiler provide API based validation from the Bulk Validate utility.  Automated Procedures used onboard ISS in the Payload Multiplexer/Demultiplexer (PLMDM) are configuration managed by the PIMS Documents application and maintained in the PIMS database.  The PIMS database is the sole source of automated procedures that may be uplinked from the POC.  As such, the Timeliner Compiler only operates on automated procedures stored in the PIMS database.
The Payload Information Management System (PIMS) server provides users access to operations, payload planning, and execution information including control of real-time changes to mission payload activities, manual crew procedures, Timeliner procedures, ISS mission documentation, workflow control, and electronic forms management.  For ISS, the PIMS server also retrieves files from the Johnson Space Center (JSC) Mission Control Center Houston (MCC - H) Drop Box and sends files to the HOSC Drop Box for retrieval by the JSC MCC-H. The DROP Box is custom file exchange mechanism to provide secure transfer of files for ISS. 

More information can be found in the following documents:

HOSC-SRS-107 
Document Configuration Management

HOSC-SRS-108 
PIMS Configuration Management
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Figure 5‑5 PIMS Subsystems Configuration

5.1.1.6 System Monitor and Control (SMAC)

SMAC provides for centralized configuration, control, and monitoring of all hardware and software elements within the EHS.  SMAC also provides for performance and event data logging and reporting and electronic media backup and restore capabilities.  SMAC is composed of custom code and COTS products.  
Elements managed by the SMAC include:

•   Network devices and their configurations

•   EHS Data System SW Configurations

•   Computer Resources

•   Network Traffic 

Primary POIC architectural components allocated to, or used by the SMAC Subsystem include:

–  SMAC Server

–  Off-Line Test Equipment (OTE) Server

–  SMAC subsystem components residing on all platforms; e/g/ agents

The SMAC server resides on the MSS LAN and performs the centralized configuration, control, and monitoring functions necessary to configure and status the EHS systems.  Primary SMAC functions include configuration management, performance management, security management, and fault management with provisions for automatic and automated fail-over for HOSC servers.

More information can be found in the following document:

HOSC-SRS-029 v1
System Monitor and Control Volume 1: Core SM Processing  

5.1.1.7 Utilities (UTIL)

The Utilities subsystem provides common message handler capability on all EHS platforms; Launchpad application as the user interface to initiate EHS applications; file services for managing files on local EHS workstations disk and UDEs from the project UDE database; bulk validation services that check UDEs for valid MSID references and proper syntax and command mnemonics; and print services, timing display services, and workstation environment customization. Utilities subsystem components reside on EHS workstations, servers, and other platforms.  This subsystem will undergo dramatic changes as EHS is migrated to the Intel-based processor with LINUX OS environment.

5.1.1.8 System Services (SS)

The System Services subsystem components are kernel software for device drivers and run-time libraries; standards compliant libraries for portability enhancement; enhanced security services applications that include application isolation of root privilege, screen saving and locking function, secure file transfer, and special routines that use low level privilege code.  Systems Services also distributes to other EHS applications for enforcement the centralized User Profiles/Roles for allowed user privileges. 

The primary POC components allocated to or used by the Systems Services Subsystem include:

· The Off-line Test Equipment (OTE) server

· The Firewall

· All EHS workstations, servers, and other platforms

· Security infrastructure for web applications
More information on SS may be found in the following documents:

HOSC-SRS-098
System Services - Process Services 

HOSC-SRS-100
System Services - User Profile Services 

HOSC-SRS-102 v1 
System Services - Security Services v1 

HOSC-SRS-102 v2 
System Services - Security Services v2 

HOSC-SRS-102 v5
System Services - Security Services v5 Web Login 

HOSC-SRS-102 v6
System Services - Security Services v6 Lightweight Directory Access Protocol (LDAP)

5.1.1.9 Operations Control Mission Software (OCMS) Subsystem

The OCMS is a collection of EHS software tools on an EHS Workstation used to control payload operations for ISS payloads (See Figure 5-6 REF _Ref34031156 ).  OCMS has access to EHS Commanding that allows the privileged OCMS user to initiate commands directly from the OCMS displays.  OCMS has access to the EHS Telemetry processing for telemetry input into OCMS applications and displays.  OCMS has access to PIMS from within OCMS for stored files for uplink.  OCMS also interfaces with PIMS for file transfer and file storage.

OCMS has five principle software tools:  Auto Procedures Ground Management Tool (APGMT), Master Bundle Generation Tool (MBGEN), File Ground Management Tool (FGMT), OCMS Reference File Editor (RFE), and Command Plan Management Tool (CPMT).

APGMT provides users with the capability to:

· Create automated procedures on an EHS Workstation and to produce an executable binary file from the Timeliner compiler on the PIMS/Timeliner Server 

· Install, control, and remove the automated procedures from the Payload MDM Timeliner Executor 

· Command and monitor bundles, sequences, and executing subsequences within a bundle on the Payload MDM Timeliner Executor

· Receive and display status on the EHS workstation from the Payload MDM Timeliner Executor

MBGEN provides users with the capability to:

· Generates Master Bundles (a group of Timeliner Procedures) for uplink based on Auto Procedures stored in PIMS

· Monitors the Onboard Short Term Plan (OSTP) after it is stored in PIMS

FGMT provides users with the capability to:

· Generate and edit the File Management Schedule

· Implement and monitor the File Management Schedule

· Uplink and delete Payload MDM files upon request

· Perform memory disk utilization management for the ISS Payload MDM Mass Storage Device

· Generate output products that include the executable file management schedule file, the file management schedule report, and the Payload MDM hard drive profile

· Perform checks on the OSTP files stored in PIMS for valid procedures and sequences as related to those on-board

RFE provides users with the capability to:

· Generate an OCMS Reference File that allows OCMS applications to programmatically command and receive telemetry

· Edit the contents of the OCMS Reference File 

· Validate the contents of the OCMS Reference File against CDB and the TDB

CPMT provides users with the following capabilities:

· Generate, view, edit, and execute a Command Plan

· The Command Plan authorizes start and stop of command capability 

· Managed by an privileged user

· Non-privileged users can only view the Command Plan

· Highly graphical user interface

· GMT ordered commanding windows graphically displayed

· Windows defined by activity or active users

· Plan is generated from PPS schedules and stored in PIMS
More information can be found in the following documents:

HOSC-SRS-211 
Software Requirements Specification for the Auto Procedures Ground Management Tool

HOSC-SRS-213 

Software Requirements Specification for the File Ground Management Tool

HOSC-SRS-215 
Software Requirements Specification for the On-Board Short Term Plan Ground Management Tool

HOSC-SRS-217 

Reference File Editor

HOSC-SRS-262 

Software Requirements Specification for the Command Plan Management Tool
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Figure 5‑6 OCMS Subsystem

5.1.1.10 General Purpose Utilities

The General Purpose Utilities (GPU) CSCI contains several general user functions and services including: Launch Applications, Local File Services, Central File Services, Print Services, Time Services, Workstation Services, and Validation Services.  Launch Applications allows the user to start Enhanced HOSC System applications and Commercial-Off-The-Shelf (COTS) products.  Local File Services allows the user to copy, rename, delete, print and search for a string in a user generated data element on the local workstation. Central File Services allows the user to define a list of user-generated data elements (such as scripts, displays, etc.) to be copied from the local workstation to Database Services Storage and copied from Database Services Storage to the local workstation.  Print Services allows the user to print the screen or a selected window and obtain printing status information and provides services to other CSCIs for printing files and windows.  Time Services allows the user to view GMT and MET clocks.  Workstation Services provides the capability to configure the Motif Window Manager attributes. Validation Services allows the user to select user-generated data elements (such as scripts, displays, etc.) to submit for validation.

More information on the GPU may be found in the document HOSC-SRS-28, SRS for the General Purpose Utilities.

4.5.2 PC Systems

The HOSC provides certain mission and mission support capabilities for the project cadre using personal computers (PCs) at console positions.  The PCs are configured with software suites common to all console positions and with additional software required at specific console positions.  Two environments are supported:  Mission PC (MPC) and EHS PC (EPC). MPCs are in a support role to console positions and are supported on the MPS VLAN.  EPCs are in direct support of flight activities and exist on the EPC VLAN and directly access EHS application services.  The MPC and EPC systems share a common management system.  However each is survivable without the other.

5.1.2.1
Enhanced HOSC PC (EPC)

An EPC is the EHS replacement for the traditional SGI UNIX workstation.  It is a Microsoft Windows based platform capable of executing EHS native and X-window applications and web support.  It is managed utilizing a COTS based system.  The EPC is oriented to support EHS and the ISS on-orbit.

In addition to ERIS servers, EHS Gateway servers (EGS) are on the Private (PVT) LAN.  These support the EPC workstations behind the firewall.  An EGS acts as a proxy to provide service to an internal EPC user to include access control, data acquisition, command interface, and an X-window client.  Coupled with an EPC, the EGS provides a complete user interface for an EHS user for all of the myriad functions necessary to support operations.

More information can be found in the following documents:

HOSC-SRS-673 
Software Requirements Specification for the EHS Personal Computer Infrastructure

MSFC-DOC-2837D 
POIC/UDC System Architecture Document

5.1.2.2
Mission Personal Computers System (MPS)

The Mission PC system provides desktop operations and administrative support to POC cadre users. This system is independent of the EHS but capable of securely accessing certain EHS applications.  Mission PC systems provide an administrative desktop applications suite consisting of the following:

1. Microsoft Office standard version

2. Adobe Acrobat Reader

3. Claris Draw

4. Filemaker Pro

5. Netscape Navigator

6. WinZip

7. WS FTP

8. X-ThinPro

9. Microsoft Internet Explorer with JPEG view

10. Norton Antivirus

Mission PC systems provide a position-based e-mail capability.  Selected mission PC systems provide video from the HOSC video matrix.  Mission PC systems provide the capability to access Web sites external to the mission PC LAN, as well as the capability to access EHS workstation applications via secure X-Windows.  Selected mission PC systems are loaded with Checkpoint’s Secure Remote Software.  The MPS LAN is connected to a firewall that separates the mission PC systems from all external data communications.  Mission PC systems scan all user files for inimical content.  Selected mission PC systems have network access to the EHS system at Kennedy Space Center (KSC) to support remote payload test and integration activities.

Selected mission PC systems provide Adobe Acrobat applications software to support Manual Procedures Viewer (MPV) activities.  Manual procedures are crew instructions for operating ISS core systems and ISS payloads on-orbit.  The ISS flight crew uses MPV software to read the manual procedures using onboard computers.  The procedures are interlinked using hypertext links to allow ready access to particular procedures and to supplementary information.  Instructions for operating payloads are prepared by the payload developers for particular payloads.  The instructions are provided to the POC as draft manual procedures.  Using special MPV software, the POC combines the individual procedures into a single, hypertext-linked Payload Operations Data File (PODF).

The MPS LAN is connected behind redundant HOSC firewalls.  The MPS LAN is connected to a multi-layer switch on the public side for access to external networks and resources.  Protected by a Checkpoint™ firewall and content vectoring servers, the MPS and MPV systems are Windows based.

MPS systems include MPCs, MPS file servers, domain controllers, mail servers, a print server, an application/database server, an install server, and a systems administration console.
More information can be found in the following documents:  

MSFC-PLAN-904 
Huntsville Operations Support Center (HOSC) Functional Requirements and Implementation Plan 

MSFC-DOC-2837D
POIC/UDC System Architecture Document 

4.5.3 Distributed Control Room Graphics (DCRG)

The DCRG CSCI provides graphic displays to assist and enhance the EHS user’s project support. The DCRG TDRSS Predictive Acquisition of Signal/Loss of Signal (AOS/LOS) Display CSCI provides the EHS user with data pertaining to predicted AOS/LOS periods for Ku-Band and S-Band signal coverage. The EHS user is also provided with a Web-based display that will show the AOS/LOS data for the current period. 

The predicted AOS/LOS data is provided for Ku-Band and S-Band. The data provided includes the start time, stop time, time remaining in the current period, and total length of start-to-stop time in the current AOS or LOS period. The predicted AOS/LOS display is accessible to internal and external EHS users through the web based EHS Launchpad. The display will show the Ku-Band and S-Band, time remaining in the current period, and the total length of start-to-stop time in the current AOS or LOS period.

Graphics PCs are used to provide AOS/LOS ground tracks to PCA-1 and PCA-2.  The PCs are configured with video outputs to the operations areas

More detail on the DCRG is contained in the following document:

HOSC-SRS-242
SRS for the Distributed Control Room Graphics (DCRG) Predictive AOS/LOS (PAL) of the EHS

4.5.4 Time Distribution System (TDS)

The TDS provides the capability to receive Global Positioning System (GPS) timing signals and requests to generate and distribute timing signals to overhead displays, and to transmit timing information in EHS-encapsulated packets over the Local Area Network (LAN) to EHS workstations, servers, and Inter-Range Instrumentation Group B (IRIG-B) timing signals to the PDSS.

TDS is located on the MSS LAN

The TDS contains vendor-supplied code that provides an operating system and a time acquisition and distribution capability to the EHS systems as well as a SMAC interface.  The TDS communicates with the EHS through the Fiber Distributed Data Interface (FDDI). The TDS sends the timing information to all EHS systems on the FDDI LAN. The TDS-to-EHS communication software is compliant with EHS CCSDS message format and protocol.  The TDS FDDI LAN communications software supports an SNMP status and control interface to the SMAC Server through a Telnet session.  The TDS software is ANSI “C” compliant.

The Network Timing Protocol (NTP) server provides the POC networked device with a stable clock source from which to synchronize system clocks.  Networked devices act as clients and the NTP server obtains the source-timing signal from an attached GPS antenna.

4.5.5 Network Management Servers

The Network Management Servers (NMS) located both inside and outside the firewall use COTS software such as SNMP and Spectrum for HOSC networks management. Sniffers for network monitoring capabilities also reside on these servers.

5.1.6
Firewalls
The Firewall is a combined hardware and Commercial-Off-The-Shelf (COTS) software implementation, with custom software to ensure secure access between the private and public domains of the HOSC networks.

4.6 PDSS Components

Figure 5-7 shows a systems-level block diagram of the PDSS as a major system in the POC. The primary functions performed by the PDSS consist of real-time data acquisition, extraction, distribution, and storage of ISS payload data.  In addition, PDSS capabilities include the capability to receive or generate simulated Ku-Band and S-Band data streams for testing and training purposes, selective retrieval of stored PDSS data and playback of Ku-Band data from line outage recorders.
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Figure 5‑7 PDSS Systems Functional Block Diagram

The PDSS is organized into four major Configuration Items (CIs).  These CIs are:  Front-end Processing (FEP), Packet Processing, Distribution and Storage Manager (PDSM), PDSS System Manager (PSM), and PDSS System Services (P/SS).  The PSM through the MSS LAN in the HOSC is used to control, configure, and status the PDSS hardware and software components.  NOTE:  The Payload Data Storage and Retrieval Subsystem (PDSRS) recieves data from the PDSM.  Data retrieval services are available via NRT Operational Services.
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Figure 5‑8 PDSS Systems Functional System Architecture

4.6.1 PDSS Functional Architecture Overview

The PDSS functional architecture is represented in Figure 5‑8.  PDSS will accept ISS data formatted as CCSDS Channel Access Data Unit (CADUs).  Payload science, payload health and status and core data will be extracted from this input.  This data is output in the CCSDS packet and Bitstream Protocol Data Unit (BPDU) format.  An EHS header is attached and voice, video and fill data is discarded.  Data is associated with an owner and distributed in real-time.  Ground Ancillary Data (GAD) is accepted from external systems for real-time distribution. Data recording and replay, and test and simulation functions are provided for training, simulation, and testing of PDSS capabilities.  A system support function is also provided to facilitate the operation of the PDSS.

4.6.2 Payload Data Ingestion

Payload data is ingested by the HOSC for subsequent delivery to payload users.  The HOSC is able to acquire S-Band, OD/Orbiter Interface Unit (OIU), and Ku-Band data.  The reference architecture of Figure 5‑9 uses components of PDSS and EHS to process data.  All data is delivered through EMCS artifices as denoted by the Hi-Rate and Programmable Telemetry Processor arrows on the left of the figure for Ku-Band and S-Band, respectively.  Ku-Band data can be routed only through the PDSS Input Switch.  A “Protocol Converter” using an IP packet source can provide test data to PDSS.  S-Band (to include OD/OIU) data can be routed directly to EHS and PDSS through the EHS DDS. The input interfaces are serial clock and data over fiber optic and RS-422 interfaces.  All output of payload data to users is over the HOSC IP networks.

4.6.3 PDSRS Functional Architecture Overview

The ISS PDSRS provides the capability to store and retrieve BPDU data and CCSDS packets with EHS protocol headers.  The PDSRS l stores data received from the PDSS Server.  The PDSS Server processes and indexes the data for storage and then moves the data to the PDSRS for final storage.  All payload data is stored for up to two years.  The PDSRS processes retrieval requests from an EHS NRT Operational Services web-based user interface, route and electronically distribute datasets to users in response to their requests.  Retrieval Processing Summary Messages (RPSMs) are built from retrieval processing statistics and output to the users as appropriate.  All distributed data has the EHS protocol header. The PDSRS also buffers data for distribution to users as required.

Payload data is ingested by the HOSC for subsequent delivery to payload users.  The HOSC is able to acquire S-Band, OD/Orbiter Interface Unit (OIU), and Ku-Band data.  The reference architecture of Figure 5‑9 uses components of PDSS and EHS to process data.  All data is delivered through EMCS artifices as denoted by the Hi-Rate and Programmable Telemetry Processor arrows on the left of the figure for Ku-Band and S-Band, respectively.  Ku-Band data can be routed only through the PDSS Input Switch.  A “Protocol Converter” using an IP packet source can provide test data to PDSS.  S-Band (to include OD/OIU) data can be routed directly to EHS and PDSS through the EHS DDS. The input interfaces are serial clock and data over fiber optic and RS-422 interfaces.  All output of payload data to users is over the HOSC IP networks.
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Figure 5‑9 HOSC Payload Data Ingestion Architecture

The implemented architecture is composed of fully redundant components.  The components include all communication and computing items.  The major components are:

PTP
Programmable Telemetry Processors (PTP) that serialize S-Band data input to the DDS.  Data are routed to PDSS or EHS as required.

DDS
Data Distribution Switch that routes S-Band data to EHS or PDSS. The switch is internally redundant and supplies no time tagging of data.  All lines are redundant to EHS platforms acting as FEPS and the PDSS input switch.

PDSS Input
PDSS matrix switch that routes Ku-Band and S-Band data to all Switch 

PDSS data input equipment.  This includes 50 Mb Ku-Band and 192 kb S-Band 
FEPS, and the Line Outage Recorders.

PDSS FEP
Front-End Processors for PDSS that perform the VCDU (Virtual Channel Data Unit) Extraction and Simulation Processing.  The FEPS are composed of dedicated processors executing COTS developed software.  The primary function of the PDSS FEPS is to perform frame synchronization, Reed-Solomon error correction and de-randomization of the incoming CADUs.  The PDSS FEPS are capable of ingesting data at 150Mbps.  Each is also capable of generating a simulated or test data stream and as well as accepting an externally generated data stream for test and simulation processing.

PDSS Packet
The PDSM processes the error corrected VCDU and performs the packet Processing,
processing, i.e., breaks the VCDU into CCSDS and BPDU packets.  The Distribution,
PDSS Server also sorts and distributes the packets to the user specified IP address Storage Manager
and buffers the data as required.  The PDSM also generates AOS/LOS indicator 
packets and User Summary Data Messages.  In addition to sorting data for 
distribution, the PDSS Server also distributes all data to the PDSRS for long-term 
storage.

Telemetry Servers
EHS telemetry servers that process low-rate data contain FEPS to decommutate telemetry data.  In addition, short-term retention of selected data are provided.  The telemetry servers are the source of data for GSE packets, CDPs, and GAD.  Prime Software Component(s): TNS, FEP

HOSC Internal 
HOSC internal network comprised of interfaces and routing 

Network
devices that are fully redundant and highly available.

More information on Data capture is provided in the following documents:

HOSC-SRS-625 
SRS for the Retrieval Processing of the Payload Data Service System 

HOSC-SRS-675
SRS for the PDSS System Manager (PSM) Configuration Item (CI)

HOSC-DOC-284 
PDSS to EHS IDD

HOSC-DOC-665
Build Description Document for PDSS

HOSC-SRS-670
PDSS Requirements Specification for the Packet Processing Distribution and Storage Manager (PDSM) Configuration Item (CI)

HOSC-SRS-675
Software Requirements Specification for the PDSS System Manager (PSM) Configuration Item (CI)

MSFC-DOC-2940
PDSS Build Definition Document 

PDSS-DOC-0510
SDD for the TAS Configuration Item 

PDSS-DOC-0520
SDD for the Data Distribution Configuration Item 

PDSS-DOC-0530
SDD for the PDSS System Support Configuration Item 

PDSS-DOC-1628
SDD of the Data Storage Manager (DSM) 

PDSS-DOC-1631
PDSS Software Design Description for the Enhanced Data Acquisition and Extraction (DAE) Configuration Item (CI) 

PDSS-RQMT-677
PDSS Hardware Specification Configuration Item (CI) 

PDSS-SPEC-1000
Payload Data Services System (PDSS) Requirements Specification for the Data Acquisition and Extraction (DAE) Configuration Item (CI) - Vol. I Software Requirements - Vol. II Hardware Requirements

PDSS-SPEC-2000 Vol. 1
PDSS Requirements Specification for the TAS CI (volume I software requirements)

PDSS-SPEC-2000 Vol. 2 
PDSS Requirements Specification for the TAS CI (volume II hardware requirements)

PDSS-SPEC-2262 
Payload Data Services System (PDSS) to Enhance HOSC System (EHS) Interface Requirements Specification

PDSS-SPEC-3000 
SRS for the Data Distribution (DD) 

PDSS-SPEC-6000 v1 
PDSS Requirements Specification for the PDSS System Support (P/SS) Configuration Item (CI), Volume 1 Software Requirements 

PDSS-SPEC-6000 v2 
PDSS Requirements Specification for the PDSS System Support (P/SS) Configuration Item (CI), Volume 2 Hardware Requirements 

PDSS-SPEC-7000
 Vol. I 
Payload Data Services System (PDSS) Requirements Specification for the Data Storage Manager Configuration Item (CI) Software Requirements

PDSS-SPEC-7000 
Vol. II 
Payload Data Services System (PDSS) Requirements Specification for the ISS Payload Data Storage and Retrieval (PDSR) Subsystem Configuration Item (CI)

4.7 Enhanced Mission Communication System (EMCS)

The Enhanced Mission Communication System (EMCS) is a multi-purpose system for distribution of operational data, voice, and video. The EMCS consists of communication systems and functions provided by MSFC for support of space flight operations, testing, and simulations. This includes data, voice, and video distribution services to facilities internal and external to MSFC. The EMCS exists as a stand-alone resource that will provide support for multi-project and multi-mode communications to SSP, ISS, and the CHANDRA programs. The primary elements providing these capabilities are the Data System, Voice System, and Video System. The sections below briefly describe these systems.  

For more information, please the following documents:
MSFC-RQMT-2436

EMCS Level A Requirements 

MSFC-RQMT-2437 v2 
EMCS Video Distribution System Subsystem Requirements Document

4.7.1 Enhanced Data System (EDS)

The EDS provides digital data transport services for the Ground Systems Department at MSFC. The operational data system supports interfaces for external data distribution to other NASA facilities, remote sites, International partners, and provides access to services for support of administrative data. The EMCS is also the primary source providing routing of intra-center MSFC user data. The EDS is comprised of multiplexers and switches that provide transmission of local and remote, voice, telemetry, discrete data, and network packet data. The EDS system is comprised of a High Speed Multiplexer (HSM) and a Low Speed Multiplexer (LSM) that together provide the functionality of a DS3/DS1/DS0/Subtrate cross-connect switch. However, EDS incorporates capabilities above the standard digital access cross-connect switches to meet requirements levied on the EDS system.

4.7.2 EMCS Voice Distribution System (EVoDS)

The EMCS voice system provides distribution of voice circuits to MSFC users, remote users, other NASA facilities, and International partners. This voice system will be expanded and upgraded or replaced through the years to support new requirements as needed. The EMCS Voice Distribution System (EVoDS) consists of a Raytheon E-Systems MDS-1 programmable electronic digital switch with user communications instruments (keysets) located throughout the HOSC and remote locations. The MDS-1 switch is a redundant system with the capability to support up to 48 T-1 trunks, 16 4-wire E&M analog interfaces, and 306 keysets. 
The present system configuration, based upon requirements, is configured to support 31 T-1 trunks, 12 4-wire with E&M ports, 1 Remote Telephone Interface (RTI) keyset trunk, and 274 Universal Digital Loop Transceiver (UDLT) keysets.  Two system administration workstations are provided for HOSC communication operations and maintenance personnel and two slaved workstations for Payload Communicator (PAYCOM) operations.
Interface to the Central Distribution Center (CDC) in MSFC Building 4207 is through the Enhanced Distribution System (EDS) for all long lines, KSC voice circuits, and JSC voice circuits. Twenty-two of the EVoDS T-1 trunks are interfaced with the EDS for external connectivity.

4.7.3 EMCS Video Distribution System (EViDS)

The EMCS video system provides distribution of video circuits to MSFC users, remote users, other NASA facilities, and International partners. This video system will be expanded and upgraded or replaced through the years to support new requirements as needed. The HOSC video distribution system is a PESA RC5000 NTSC cross-matrix switch. Mission video is received in MSFC building 4207, (MSFC Video Distribution Center), from other NASA centers and distributed to the HOSC and other remote facilities. Video from the HOSC is received at the MSFC Video Distribution Center and is transmitted to other NASA centers and remote facilities. The HOSC EViDS consists of a video matrix, video projectors, and monitors of various sizes. These monitors are used to provide data displays, Domestic Satellite (DOMSAT) video, and KSC and JSC video during major tests and launches. 
The EViDS matrix provides 152 inputs and 336 outputs.  The matrix is capable of providing any input to any number of outputs.  A remote switching device is located at each monitor to allow selection of input to be viewed. A master EViDS controller is located in the HOSC Communications Support area. 

EViDS inputs consist of PC data, status generator, mission video, and MSFC closed-circuit video. Real-time data are displayed on PC’s in the HOSC for viewing engineering data. Some of these are connected to the EViDS inputs to allow viewing throughout the HOSC. Composite and NTSC video signals are supplied from the EViDS to monitors throughout the HOSC.

4.8 Payload Planning System

The PPS is a set of software tools used to automate the planning, scheduling, and integration of payload operations during pre-increment planning, weekly planning, and real-time execution.  The current operational PPS consists of components developed by Marshall Space Flight Center (MSFC) and by Johnson Space Center (JSC).

The PPS operates in a distributed planning mode, meaning that certain planning functions are performed by organizations/individuals in distributed geographical areas.  Hence, facilities remote from the Payload Operations Center (POC) must have specific PPS functions available for their use. PPS users will consist of POC and cadre, MSFC office environment planners and payload users as well as International Partners.

More information on the PPS may be found in the following documents:

ICD-3-60070

Payload Planning System to Enhanced HOSC System ICD

HOSC-PPS-681
Payload Planning System (PPS) Operations Concept

4.8.1 PPS Architecture Overview

The distributed development of the PPS has led to a diverse development environment.  PPS uses several different servers to host the various PPS components.  These PPS servers provide application, database and Web services for the PPS.  PPS does not provide its own basic network services (e.g. firewalls, DNS) but instead uses the services provided by EHS.  PPS does not provide its own client hardware.  Within the HOSC, EPC and MPS workstations can serve as PPS clients.  Outside the HOSC, users provide and maintain their own workstations.  An overview of the PPS components relative to platform is shown in Table 5‑1.

	Component
	Status/Usage
	Platform/OS
	Language(s)
	Data Storage
	LoC(est)

	User Requirements Collection (URC)
	Never deployed/

Mission Planners 
	DEC Alpha OpenVMS & IBM NetFinity Windows NT
	HTML & Java
	Oracle
	166173

	Interim User Requirements Collection (iURC)
	Operational/

Mission Planners & Payload Developers
	Windows 2000
	HTML & Java
	Files
	25474

	External Data Repository (EDR)
	Operational/

Mission Planners
	DEC Alpha OpenVMS
	Oracle Forms

X-Windows/Motif
	Oracle
	93909

	Data System Routing and Configuration (DSRC)
	Operational/

Data Planners
	DEC Alpha OpenVMS
	Fortran, C, and 

X-Windows/Motif
	IDMS

Uses EDR
	258791

	CPS to EDR Interface Tool (CEIT)
	Operational/

Mission Planners
	DEC Alpha OpenVMS
	C , PLSQL, and

X-Windows/Motif
	Files,

Uses EDR
	91972

	Consolidated Planning System (CPS)
	Operational/

Mission Planners
	IBM RS/6000 AIX
	X-Windows/Motif
	Oracle
	N/A

	Flight Dynamics Planning and Analysis (FDPA)
	Used for backup purposes only/ Mission Planners
	IBM RS/6000 AIX
	X-Windows/Motif
	Files
	N/A

	Product Generation (PG)
	Operational/

Mission Planners, Payload Developers, Data Planners & POC Cadre
	IBM NetFinity Windows 2000
	HTML & Java
	Generic ASCII data in EDR
	120501

	HOSC Data Set Utility (HDS)
	Operational/

EHS Interface
	Windows 2000
	HTML & JavaScript
	Uses EDR
	1300


Table 5‑1 PPS Component Overview

5.4.1.1
Hardware Systems

The Digital Equipment Corporation (DEC) Alphas host User Requirements Collection (URC), Data System Routing and Configuration (DSRC) and External Data Repository (EDR) PPS components.  These servers provide application and database services for access to the PPS.  Redundant servers are provided to ensure operational capability in the event of failure.  Each server is configured to host both the application and database services and support off-line archival of PPS data files and databases.

The IBM 6000 servers host the Consolidated Planning System (CPS) and Flight Dynamics Planning and Analysis (FDPA) PPS components.  As with the DEC Alphas, redundancy, file transfers and off-line storage are provided.

The Windows 2000 servers host the Interim User Requirements Collection (iURC) and Product Generation components of PPS.

5.4.1.2
Software Architecture

PPS is comprised of multiple components that interact through the External Data Repository (EDR) to share planning data.  The planning process begins with the capture of the users requirements by iURC and ends with PG providing the end-user reporting capability. Mission and data planners use the remaining components as dictated by their respective processes.  Access to the planning data for JSC, IP Planning Systems, and the EHS is provided via external interfaces.   Figure 5‑10 depicts the software architecture relative to data flow/processes. Individual components are described in section 5.4.2.
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Figure 5‑10 PPS Software Architecture Overview

4.8.2 PPS Component Descriptions

The URC component is a Web-based tool which provides a distributed capability to collect payload operations scheduling requirements in a form which can be used for planning, scheduling, and data routing/configuration.  This component can be divided into two main sub-functions:  Resource modeling and activity modeling.  The resource modeling sub-function provides the capabilities to define the station and payload resources and the inter-relationships between the resources.  The activity modeling sub-function provides the capabilities to model payload operations scheduling requirements.

The iURC provides interim capabilities for the collection of user planning requirements prior to the operational readiness of URC. It has a Web interface for defining activities and sequences to be planned/scheduled as well as viewing, manipulating, and verifying the requirements data.  Capabilities for reporting submitted requirements are provided.

The CPS component of PPS provides the activity scheduling function and has the capability to generate, modify, verify, and document activity timelines.  The inputs to this component are activities, activity sequences, plans, resource definitions, resource availability profiles, control parameters, and activity timelines which enables the final output of an integrated activity timeline.  The CPS component is provided to MSFC by JSC.

The CEIT component provides capabilities required to move PPS data between the CPS import/export files and the EDR databases. It transforms CPS formatted data into EDR formats and populates the EDR database.  These CPS import/export files provide the interface for exchanging planning data between ISS partners.  These files are required to meet the interface standard as defined in the Multilateral Distributed Planning Interface Specification (MuDPIS), Consolidated Planning System (CPS), SSP-50401-C15.

The EDR is the storage mechanism for approved data transfers between the various PPS components as well as a user interface to manage and manipulate mission planning data associated with the PPS tools. Components use PL/SQL stored procedures/views for accessing the EDR data. The content and accessibility of the EDR are described in the Payload Planning System (PPS) Interface Control Document (ICD), External Data Repository (EDR) , D683-61001-5.

The DSRC component provides the capability to model the onboard data system resources and scheduling constraints, schedule the utilization of the onboard data system elements, schedule the data system reconfigurations, edit the data flow routing, and verify the resulting data system schedule against overbooking of resources. DSRC provides capabilites for editing and updating the data system schedule via the user interface. Data flow plan information is stored in the Internal Data Management System (IDMS) database.

The PG component of PPS is a Web-based tool which is responsible for generating the mission planning and real-time support products.  The primary products are the Data Flow Plan (DFP), the Activity Report (AR), and the Resource Comparison Report (RCR).  This component allows the user to enter parameters and data input selections which customize the reports.  Reports can be generated using saved formatting information.

The HOSC Data Set (HDS) Utility is a web-based tool that setup the electronic interface between PPS and the EHS by creating pointers to specific data in the EDR .  A Web based user interface is used to manage file creation.

The FDPA component of PPS is the orbital analysis tool and supplies the Tracking and Data Relay Satellite System (TDRSS) communication on and off times to CPS.  The FDPA component is provided to MSFC by JSC.  FDPA is included in PPS as a backup capability only.  TDRS predictions will normally be generated by JSC and supplied to MSFC.

More information on the PPS may be found in the following document:

SSP 50401 
Multilateral Distributed Planning Interface Specification (MuDPIS)

SSP 50606 
Planning Facility Schedules Document

4.9 Telescience Resource Kit (TReK)

The Payloads Operations Center (POC), also known as the Payload Operations Integration Center (POIC), provides the capability for International Space Station (ISS) payload users to operate their payloads at their home sites.  The Telescience Resource Kit (TReK) is a suite of PC-based software applications that can be used to monitor and control a payload onboard the International Space Station (ISS).  TReK provides both local ground support system services and an interface to utilize remote services provided by the POC.  TReK telemetry capabilities include receiving, processing, recording, forwarding, and displaying telemetry data.  TReK Command capabilities include sending commands, updating the content of commands, and monitoring/recording/tracking command activities.  TReK is developed and maintained by MSFC civil service personnel.

Figure 5‑11 shows an overview of the TReK telemetry software.  There are three applications and one library that provide telemetry services:  Training Simulator, Telemetry Processing, Telemetry Database, and the Telemetry Application Programming Interface (API) library.
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Figure 5‑11 TReK Telemetry Software

The TReK command software (shown in Figure 5‑12) is a mirror image of the telemetry software.  It is comprised of three applications and one library:  Command Trainer, Command Processing, Command Database, and the Command API.
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Figure 5‑12 TReK Command Software

For more information on TReK, please see the TReK Getting Started Guide (TREK-USER-001) and the TReK Requirements Document (MSFC-RQMT-2629).

4.10 Internet Voice Distribution System (IVoDS)

MSFC has initiated use of Voice over Internet Protocol (VoIP) to supplement the existing mission voice communications system used by researchers at their remote sites.  The Internet Voice Distribution System (IVoDS) (Figure 5-13) connects remote researchers to mission support "loops" or conferences via NASA networks and Internet 2.  Researchers use IVoDS software on personal computers to talk with operations personnel at NASA centers.  IVoDS also has the capability, if authorized, to allow researchers to communicate with the ISS crew during experiment operations.  IVoDS  allows users to access ISS voice loops without the need for a special multi-line voice keyset.  With the number of remote site users increasing, MSFC looked at transferring the expense of the keysets to the remote sites.  Realizing that this cost would be prohibitive for remote sites, MSFC sought a cost-effective alternative utilizing COTS equipment and high speed, reliable Internets.  The resulting Internet Voice Distribution System promises to be a cheaper alternative for our remote sites.  IVoDS provides secure voice communication over the Internet (uses VPN technology) from a desktop PC.  Users need a Windows-based PC, IVoDS software and a voice headset (or microphone and speaker).  See MSFC-RQMT-3073, Internet Voice Distribution Sytems (IVoDS) Document for detailed information about IVoDS.
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Figure 5‑13 IVoDS Architecture

4.11 Meteorological Interactive Data Display System (MIDDS)

The Meteorological Interactive Data Display System (MIDDS) is used to acquire, integrate, and display weather information.  The MIDDS ingests real-time weather data from various sources to allow forecast of wind sheer and wind profile conditions at the Cape for Shuttle launches.  The system interfaces with JSC and the Cape Canaveral Forecast Facility (CCFF) and the Launch Systems Evaluation Advisory Team (LSEAT) to support shuttle operations.  Figure 5‑14 shows the configuration of the MIDDS system to include the LSEAT configuration at the HOSC and the KSC MIDDS system.
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Figure 5‑14 MIDDS System Configuration

4.12 Personal Computer Ground Operations Application Language (PC GOAL) 

The Shuttle display information is provided by a Personal Computer (PC)- based real-time data monitoring system referred to as PC Ground Operations Application Language (GOAL).  PCGOAL is a PC-based real-time data monitoring system, which presents users with LPS console-like displays of shuttle processing information.  PCGOAL is a custom display and control language developed by KSC and can be used to monitor pre-launch vehicle processing and check-out real time launch commit criteria anomalies, monitor in-orbit act ivies as they happen, and support post-launch landing operations and checkout at KSC and remote lading sites such as DFRF.  The Shuttle Engineering Support Team (SEST) in the HOSC uses the PC GOAL to process both certified and non-certified Shuttle Data Stream(s) (SDS).  There are currently 32 PC GOAL systems in the HOSC.  At this time there are two operating systems supported, Disk Operation System (DOS) and Windows 2000.
4.13 Data Reduction Center (DRC)

The MSFC Data Reduction Center (DRC) occupies approximately 10,000 square feet in C-Wing of MSFC building 4663.  Of this area, over half is access and environmentally controlled, with raised floor, and is dedicated to computer system support.  The remaining area provides office space for a staff. 

The current DRC architecture consists of 12 Automated Data Processing (ADP) systems, associated peripheral devices, and front-end instrumentation to meet primary data processing mission objectives (see Figure 5‑15

 REF _Ref33711541 .)  Secondary objectives also require approximately 40 workstations.

The 12 ADP Systems Include:

· One Concurrent 6000

· Two Digital Equipment Corp. VAX 4000-200

· Two Silicon Graphics Inc. Challenge XL systems

· Two Silicon Graphics Inc. O2 Systems

· Two Silicon Graphics Inc. Indigo II Systems

· A SUN Microsystems 670MP

· Two Silicon Graphics Inc Origin 3400 systems

Significant Peripheral Devices Include:

· Thirty Six Dual Channel Digital Telemetry Receive devices

· Eight Dual Channel Telemetry Transmission devices

· Two HP 400 GB Write Many Read Many (WMRM) Optical Storage Systems

· Two HP 600 GB WMRM Optical Storage Systems

· Two 2.5 TB Digital Linear Tape (DLT) archives

· One 13 TB DLT archive

· 132 GB of local Magnetic disk

· A 400 GB shared Random Array of Inexpensive Disks (RAID) file server

· Analog Tape Drives & High Speed Digital Drives (14 & 28 track, 1” tape)

· Nine track, 8mm, 4mm, DAT, and QIC digital tape

· Two 75 CD mastering systems

· A 1 TB Storage Technology Storage Area Network (SAN)

The DRC systems interconnect by Ethernet and Fiber Distributed Digital Interface (FDDI) networks.  External networks having connectivity to DRC systems include:  KMTS, NASCOM, PSCN, PSCNI, NSI, the Internet, and FTS2000.  These networks are used primarily for the transmission of electronic data products and the exchange of raw telemetry data.
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Figure 5‑15 DRC Current System

The MSFC/DRC telemetry processing system is based on general purpose “Open Systems” computing platforms equipped with serial interface devices interfaced via industry standard busses, and integrated with a POSIX compliant automated data reduction software system of modular design.  All development is done in standard computer languages, primarily C/C++, facilitating upgrades and open procurement of hardware.  File and data structures utilized also are vendor independent.  A small number of standard intermediate file formats are used within the DRC’s processing system from which custom output formats satisfying requirements of individual users and user databases are produced.

The DRC ADP systems run a variant of UNIX as their operating system and share local disk resources using Network File System (NFS) over FDDI.   All the systems share a common RAID pool and approximately 22 TB of mixed media on-line archive.  These systems are used to run a critical system of applications described as automated, multi-node, distributed, event driven, pipelined digital data acquisition, processing, archival, and delivery systems.  The system software consists of multiple independent processing nodes.  Each node is capable of performing all tasks in the integrated system or participating in the distributed execution of the system in a more limited role.  Digital data is first acquired in real-time through special purpose interface devices.  The data is then normalized for acceptance by the rest of the processing system.  Normalized data is then merged with other sources and databased.  Acquisition, normalization, merging, and databasing constitute the four stages of the front-end pipeline.  The back end stages of the pipeline include extraction from the database, product creation, and delivery.

The DRC is currently undergoing processor and system upgrades to improve performance and account for hardware obsolescence. The basic DRC capability will be the same with applications ported to the new architecture without significant functionality changes. Figure 5-16 shows the new architecture that will be operational by the end of 2003.
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Figure 5‑16 DRC System Architecture Upgrade
5 HOSC Development

Several HOSC development projects are underway at the current time.  The reasons for these ongoing development projects include hardware obsolescence, increasing COTS costs, budgetary pressures to reduce costs, and evolving user requirements.  The major development projects are described in the following subsection.

5.1 EHS PC Migration

The purpose of PC migration (also referred to as EHS-PC or E-PC) is to migrate the end user platforms from expensive SGI workstations to commodity priced, Intel-based PCs running Windows 2000 (W2K).

Migration to the PC offered many advantages over replacing the workstations with newer SGI workstations:

A. New SGI workstations cost as much as 5 times the cost of the PC

B. The performance to cost ratio of the PCs continues to increase according to Moore’s Law and already outperforms the SGI workstations

C. The reconfiguration of the PCs is significantly faster than that of the SGI workstations

D. The PC improves desktop system administration through the use of Windows administration tools

E. The PC reduces software maintenance due to a reduction in the Lines of Code (LOC) to maintain

F. The PC provides a low-cost capability for multiple CPUs and multiple monitor solutions

G. The PC cost for Fast-E network interface is minimal

H. COTS support for the SGI is waning and even going away in certain key areas

I. The PC provides the highly familiar W2K desktop to the user.

There are also certain risks and impacts to migrating to the PC.  Some of those include:

A. The migration requires extensive development investment

B. There is an increased risk of defects due to the redesign/rewrite of certified/proven EHS applications

C. The new server architecture required to support the PCs places several users on one server

D. The migration moved part of the system toward a “Microsoft-centric” system rather than the existing POSIX system.

After some extensive prototyping, it was determined that the replacement and long term cost savings by going to PCs far outweighed the development costs and risks associated with the transition.

Architecture Transition

The migration to the PC required some significant changes to the architecture and a paradigm shift for the Cadre usage.  With the SGI workstations, the Cadre members were independent of each other and one user could not affect the performance of another user.   The new architecture for the PC requires that the SGI “workstation” software run on an SGI Login Server and the PC initially uses X-windows to provide the user access to their software.  

With this change, multiple users are now running their “workstation” software on a single Login Server and using X-windows to access it from their PC.  This makes it possible for a user to use more resources than was intended and for a potential Login Server failure to affect several users.

These concerns are mitigated by the significantly increased performance of the new SGI servers, limiting the number of users per server, and splitting critical functions for a particular user across different Login Servers.  Also, by having multiple Login servers available, a user can simply log into another Login Server and continue processing.

5.1.1 Migration Phases

In order to significantly reduce the risk of the PC migration, the effort was broken into two phases.  The initial phase, which is already complete, consisted of simply replacing the end user workstations with SGI Login Servers and W2K PCs running X-windows.  This step allowed the Cadre to replace their SGI workstations immediately with the higher performance PC/Login Server with very little risk.  This transition was completed in July 2002.

The second phase of the migration, which is currently in progress, begins the process of migrating individual selected applications to run native on the PC.  This step further increases the performance of the user applications, reduces the required X-windows traffic on the network, and reduces the load on the Login Servers.  Once the last of the X-intensive applications are moved to the PC, the required number of Login Servers will be significantly reduced.  The risk during this phase is very small in that the user will have access to both the “legacy” application and the equivalent “native” application for some period of time while they certify that the native application is ready for flight operations.  As applications are certified for operations, they will be removed from Login Servers and removed from the SGI code base.  

There are currently no plans to completely eliminate the transaction based, low bandwidth X-window use applications running on the Login Server since the effort to move them to the PC does not appear to be cost effective.

The second phase has been divided into four major software builds with smaller builds coming in between to clean up discrepancies and add minor capabilities:

A. The build 1.0 series focused primarily on providing the X-window capability so the early transition to PCs could occur.  The build also included a 70% display operations capability to prove the concept of native PC applications.  The build 1.0 series is currently at build 1.5.1 and is operational in the HOSC.

B. Build 2.0 is in testing now and focuses on completing the Display Operations capability and providing the Scripting, partial Command Operations, Command Track, and Scratchpad Line capabilities as a native applications on the PC.

C. Build 3.0 will focus on delivering more of Command Operations and the Computation Generation and Operations capabilities as native PC applications.

D. The tentative content for Build 4.0 includes the Display and Script Generations and Exception Monitoring applications.  The final build 4.0 content will be determined by assessing the overall system as builds 2.0 and 3.0 become operational to determine what other capabilities warrant development as native PC applications.

Post 4.0 builds are currently undefined but will likely be driven by overall system performance considerations.  EPC currently contains approximately 115,000 lines of C++ code and 79,000 lines of Visual Basic code.  The current development/delivery schedule is provided in section 8.3.

5.1.2 Other Benefits

Because of the implementation of PC Migration and the use of Login Servers, the Cadre PCs can now be distributed remotely allowing remote users to look at the same Cadre displays as those in the HOSC.  This capability allows remote users to view the same displays as the Cadre when discussing the status of their experiment. 

Since the PCs and their components are continually getting faster and cheaper, the refurbishment of the POC end user platforms is now very cost effective.  Plus, with the 2-3 year refurbishment cycle for the PCs, the expensive cost for SGI workstation maintenance has been eliminated from the POC budget.  The PC refurbishment cost is comparable to the normal SGI/SUN maintenance cost so for less than the same value the platforms can be completely refurbished every 2-3 years.

5.2 EHS Cost Saving Initiative - Linux Migration

The server consolidation and Linux migration, also known as the EHS Cost Saving initiative has evolved from an initial plan to merely consolidate SGI server functions on newer and cheaper SGI server platforms, to a complete port of consolidated server functions to Intel-based Linux servers.  The key drivers for the Linux migration include an SGI planned End-Of-Life on the existing SGI server base in June of 2003 and ISS budget reductions.  

The consolidation/Linux migration provides significant advantages over the initial plan of consolidation:

A. The dual processor Intel-based server is less than one-tenth of the cost of a replacement SGI server

B. Early prototypes indicate the performance is already better on the Linux server

C. The performance to cost ratio of the Intel-based servers continues to increase according to Moore’s Law

D. The reconfiguration of the Intel-based servers is significantly cheaper than that of the SGI servers

E. COTS support for the SGI servers is waning and even going away in certain key areas

F. The Intel-based servers provide a commodity priced capability for increasing platform performance

G. The Intel-based servers cost for Fast-E switched network interface is minimal

H. The consolidation provides a greater flexibility in test and operational utilization of the servers.

Prototypes have shown that since POSIX compliant software was strictly enforced where possible, the port from IRIX to Linux is relatively straightforward.

One of the key risks associated with this migration is that the time required to port the entire system will put the transition to the new servers about a year after the advertised End-Of-Life for the existing SGI servers.  Other risks include transitioning a large code base to another operating system, the inherent risk in transitioning to an operating system that is less mature than many other operating systems, and the increased potential for software defects.

As with the end user platform, the use of extensive server prototypes showed that the increased flexibility, performance and significant initial and long term cost savings outweighed the potential risks associated with the migration.

5.2.1 Other Related Initiatives

As part of the server migration to Linux, several smaller initiatives will be accomplished including the migration from the Fiber Distributed Data Interface (FDDI) network implementation to a Switched Ethernet implementation and a transition to Storage Area Network/Network Attached Storage (SAN/NAS) Central Storage rather than individual storage per client/server.  These initiatives will be accomplished as part of the mainstream migration of the servers.

5.2.2 Architecture Transition

The migration to the Intel-based Linux servers will occur in a more wholesale fashion than the PC Migration.  A study has been initiated to assess the feasibility of deploying some of the more isolated server functions to operations early but that study is in its early stages.  These servers are primarily infrastructure items and not EHS application dependent.

The initial deployment to the development environment of Linux based servers allows for extensive prototyping and positions the development organization for a full-scale migration activity.  This phase of the transition was completed in October 2002.  

In order to take advantage of Moore’s law for the Intel-based Linux servers, the platforms for each major phase of the development and deployment are being purchased as late as possible to get the best performance for the cost.  Thus, the Development Test Environment (DTE) servers have recently been purchased and installed in preparation for DTE testing to begin early 2003.  This purchase will be followed by the purchase of the Development Integration Test (DIT) and HOSC Integration Test Team (HITT) servers that will be needed starting in the middle of 2003.  Finally, the Operations strings will be purchased late 2003 and early 2004 to prepare for the actual transition to operations.  An initial Operations string will be purchased in late 2003 to allow for early cadre visibility.  The remaining Operations strings will be purchased in early 2004.  

All of the new equipment will be purchased ready to go on the Switched Ethernet implementation already in place in the HOSC.  Once the last of the servers that run on the FDDI network are phased out, the FDDI network will be eliminated.

The new SAN/NAS Central Storage capability is also in place at the HOSC and will be utilized as pieces of the system are transitioned to using Central Storage.  This will be done in a phased manner over the migration effort.

The refurbishment plan for the Intel-based servers is to replace them on a three-year cycle.

5.2.3 Migration Phases

In order to minimize the risk of deploying a complete Linux Migration in one delivery, the migration has been split into three separate phases.  Linux Migration Phase I consists of the core/infrastructure parts of the system.  This includes items like the database, decommutation, data transfer and other items that require extensive testing and also are required for the remaining parts of the system to work.  Completing this phase early will allow for maximum test time on these elements of the system.  This phase will not be delivered to operations but will go into an extensive testing phase to identify problems early.

Phase II of the Linux migration will contain most of the remaining system and will include fixes to problems found in Phase I testing.  This phase will be delivered to the test team as well for extensive testing.  A late version of this build will be provided to the Operations Cadre for initial testing and feedback into the development.

Phase III is the final phase of the migration and will be the first Linux build deployed to support flight operations.  This phase will include the few remaining capabilities but will primarily consist of fixes from problems found in earlier testing.

Also worth noting here is the inclusion of other HPRs and ECRs using priority and available resources as drivers.  HPRs found in the SGI version of the software that don’t make the last release of SGI software (currently Build 8.0) will be included in the Linux Migration build content if they are of sufficient priority.  Also, high priority Cadre ECRs will be included in the Linux Migration build content if it is determined that resources are available to include them and still remain in schedule.  The current development/delivery schedule is provided in section 8.3.

5.2.4 Other Benefits

The transition to Intel-based servers dramatically reduces the footprint for each server string in that an entire string of servers will now fit in one rack.  The smaller footprint makes for a much more efficient use of facility floor space.  

The ability to consolidate server functions into one server allows for much more flexibility in developing and testing the system.  With this capability, developers and testers can test capabilities using one or two servers rather than needing an entire string to accomplish the same task.  

The inclusion of Central Storage into the architecture also provides for greater flexibility in the use of the Linux servers.  Since the data will now be accessible by any platform in the facility, the ability to transition servers from one support function to another will be greatly enhanced.  

The transition to Switched Ethernet has been in progress for well over a year and provides the ability to easily transition the use of workstations and servers from support on one Virtual LAN to another support on a completely different Virtual LAN without any re-cabling.  The Switched Ethernet also provides enhanced network security and better performance through the use of full duplex-switched Ethernet.

Because of the implementation of PC Migration and the transition to Intel-based Linux servers, the entire EHS is now a very cost effective system and could be used for ground system control in other ISS related sites.

With the Intel-based servers and their components continually getting faster and cheaper, the refurbishment of the POIC servers is now very cost effective.  Plus, with the 2-3 year refurbishment cycle for the Intel servers, the expensive cost for SGI server maintenance has been eliminated from the POIC budget.

5.3 PDSS Consolidation 

There has been an ongoing effort to consolidate some of the hardware components of the PDSS system in order to enhance performance and reduce cost.  Figure 6‑1 shows the layout of the PDSS before the consolidation effort started. 
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Figure 6‑1 Beginning PDSS hardware layout

Phase I of the project involves eliminating the second distribution switch along with the 2 address processors.  Figure 6‑2 shows the Phase I architecture.  Phase I Consolidation schedules are covered in section 8.9.
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Figure 6‑2 Phase I architecture layout

Phase II of this project would involve eliminating the remaining distribution switch and replacing the S and Ku band Data Acquisition and Extraction (DAE) hardware components with FEP’s which are described in Figure 5‑8.  Figure 6‑3 shows the phase II hardware layout.  Phase II PDSS Consolidation schedule is combined with the International Space Station (ISS) Downlink Enhancement Architecture (IDEA) project (see section 8.10).
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Figure 6‑3 Phase II architecture layout

Reference documents PDSS-RQMT-677, HOSC-SRS-670 and HOSC-SRS-675 for current requirements for this consolidation effort.  Note that the 5.2.1–5.2.3 of this document refer to the phase II part of this project.  Currently the HOSC is in the process of implementing phase I.

5.4 PPS Re-Engineering Initiative 

Due to the complexity of the current PPS, a re-engineering effort is underway.  A major portion of this effort is a basic rewrite of URC combining the front end of iURC with significant changes to the URC backend requirements and processing.  The dependency of the Oracle based EDR will be removed so that each component’s interface with the CPS database will be transparent to the user.  This will eventually eliminate the EDR and CEIT components.  The PG capabilities will be moved to the other components thus eliminating another component to maintain.  

The Critical Design Review was held January 31, 2003, with closure of all Review Item Discrepancies (RIDs) scheduled for March 7, 2003.  After this date, the following documents will be baselined:

     MSFC-SPEC-3229

PPS System Specification

     HOSC-SDD-1690

PPS System Architecture Design Document 

HOSC-SRS-686

Software Requirements Specification for the Data System Routing and 

     



Configuration (DSRC) CSCI

HOSC-SRS-667
Software Requirements Specification for the User Requirements Collection (URC) CSCI

     HOSC-SRS-688

Software Requirements Specification for the PPS Utilities CSCI

A preliminary schedule for the Re-engineering effort with major milestones annotated is provided in section 8.5. The total effort for the PPS re-engineering represents approximately 225k lines of new or modified code.

5.5 IDEA Project

The purpose of the International Space Station (ISS) Downlink Enhancement Architecture (IDEA) project is to develop a ground systems infrastructure that will provide the ISS Program the ability to enhance its science return over the Ku band downlink and potentially reduce operations and sustaining engineering costs. Figure 6-4 depicts the current ISS Ku-Band downlink architecture.
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Figure 6‑4 ISS Ku-Band Downlink Architecture

The main objectives of IDEA are to:

A. Replace the existing DOMSAT commercial satellite transponder service that distributes the Ku band downlink from the White Sands Complex (WSC) to both JSC and MSFC with a fiber terrestrial communications network.

B. Centralize the initial Ku band downlink processing at White Sands by exploiting the design of the PDSS system being developed at MSFC.

C. Establish a ground systems architecture that supports the growth of the Ku band downlink from 50Mbps to 150Mbps.

D. Reduce ISS Program costs.

E. Deploy common hardware/software at all sites processing ISS Ku-Band data

The ISS Program Office, JSC’s Mission Operations Directorate, and MSFC’s Ground Systems Department are jointly developing IDEA, and its deployment will be phased into the program over the next two years.  MSFC has the project management responsibilities for IDEA.

IDEA was approved for implementation in January 2003, and will be carried out in two major phases.  Phase I (see Figure 6-5) to be implemented by November 2003, will eliminate the current domestic satellite link, and provide Ku-Band data to MSFC and JSC via a terrestrial Wide Area Network (WAN) gateway.  Phase II (see Figure 6‑6) to be implemented by December 2004, will provide the full IDEA functionality and hardware deployment.  The current development/delivery schedule is provided in section 8.10.
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Figure 6‑5 Phase I IDEA Implementation
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Figure 6‑6 Phase II IDEA Implementation

The HOSC contractor is responsible for supporting all the project management activities, including developing and implementing the frameworks defined in the IDEA Development Plan (MSFC-PLAN-3340), the IDEA Architecture Control Document (MSFC-SPEC-3341), and the IDEA IV&T Test Plan (MSFC-PLAN-3342).

The IDEA Development Plan (MSFC-PLAN-3340) defines the project objectives, requirements, system architecture, operations concept, management approach, key development activities, project deliverables , and the organizational roles and responsibilities.

The IDEA Architecture Control Document (MSFC-SPEC-3341) contains the detailed architecture drawings for all phases of the project and is the configuration control document for all elements that are identified to be within the boundaries of IDEA.  At a minimum, configuration control includes the hardware configurations, firmware versions, operating system versions and software loads for each of the elements.  There will also be facility specific items developed as a part of the IDEA project that will fall outside the boundaries of this control document.

The IDEA IV&T Test Plan (MSFC-PLAN-3342) defines the generic products, tasks, responsibilities, and planning agreements for the preliminary and formal test phases of the integration, verification, and testing of IDEA and its elements.

The HOSC contractor is responsible for providing all necessary systems engineering services (including but not limited to, developing documentation, reviewing documentation from other partners, and participating in design reviews) required for developing and carrying out all the end-to-end activities/deliverables identified in the IDEA Development Plan and the IDEA Project Schedules.  The HOSC contractor will also be responsible for all phases of system engineering, development and/or purchasing of the MSFC-provided element’s activities/deliverables as identified in the IDEA Development Plan.

The HOSC contractor performs the various phases of testing identified in the test plan and develops/modifies security plans for the elements located at both MSFC and WSC that MSFC is responsible for operating.  The contractor is responsible for operating elements (24 by 7) at both the MSFC and at WSC.  In operating the elements at the WSC, the contractor will have to configure/monitor/trouble-shoot the Ku Band distribution for both MSFC and JSC.

6 Operations & Maintenance

Operations and Maintenance (O&M) provides support to the HOSC that is comprised of the Shuttle Engineering Support Center (SESC), the International Space Station (ISS) Payload Operations InCenter (POC) and United States Operations Center (USOC), the Chandra Engineering Support Center, and the Data Reduction Center (DRC).This support includes the following primary operational HOSC systems: Time Distribution System, Mission PC Services (MPS)/Manual Procedure Viewer systems, HOSC communications system, Enhanced HOSC System (EHS), Enhanced Mission Communication System, Payload Planning System (PPS) operating environment and Payload Data Support Services (PDSS). The Integrated Support Team, the Database Production Team, and the HOSC Integrated Test Team provide the O&M services.  

Also covered in the O&M area are the trouble statistics from the HOSC Problem Report (HPR) systems and the Incident Report (IR) system (identifies incident which could be converted into a HPR after analysis), the Configuration Management Change statistics from the Engineering Change Request (ECR) process, the HOSC Change Request (HCR) process, and the HOSC Support Request (HSR) process.

Activities relative to Shuttle Flights only are the DRC, SESC, and Meteorological Interactive Data Display System (MIDDS).  O&M for the SESC is covered in Section 7.8, the DRC is covered in Section 7.9, and the MIDDS is covered in Section 7.17.10. More information on O&M may be found in the document MSFC-DOC-2520 HOSC to ISS Service Agreements.

6.1 Integrated Support Team (IST) 

The Integrated Support Team provides the majority of the O&M services.  The IST supports the flight controllers during real time operations and provides operations and trouble shooting functions for all HOSC systems supporting mission operations. Due to the mission critical nature of the jobs performed, the IST flight controller support personnel are required to undergo a formal training and certification program prior to job performance in a mission environment. The functions are as follows:

1. Control the distribution of ISS payload science data and voice services

2. Provide processing and distribution of all payload science data worldwide to users from the HOSC POC Ground Systems

3. Manage the operational systems to provide real-time command and telemetry, data storage, and mission planning services

4. Distribute voice service for ISS internal and external payload users

5. Route video services to local HOSC users

6. Provide user system services from HOSC Ground Systems 

7. Install and operate and maintain Software, Hardware, Networks

8. Operate, checkout, configure, maintain, restore services, status

9. Manage HOSC Facility & Systems in support of ISS mission payloads 

10. Plan and allocate HOSC resources and systems

11. Integrate and implement ISS user requirements

12. Configure and operate systems in accordance with Service Agreements

13. Install a minimum of 2 Databases (3 Nominal) for each ISS flight 

14. Provide local and remote EHS System training

15. POC increment operation preparation activity; includes IST preparation and post activity clean up (limited to 40 hours per week)

6.1.1 IST Positions and Staffing

The IST is divided into two support areas consisting of the On-Console Support Team and the Off-Console Support Team.  

6.1.1.1 On-Console Support Team 

The current On-Console Support Team positions are described below.

6.1.1.1.1 Marshall Operations Controller 

Prime Shift Only 

Call sign is Marshall Ops. Multi-tasked with operations management and operations lead functions.  Provides management point of contact for status, coordination, problem escalation, and problem resolution during mission support activities. 

6.1.1.1.2 HOSC Support Desk (HSD)

Prime Shift Only

Provide user assistance and maintenance dispatch.  Provides User assistance; receive and log hardware problem calls, open and close incident reports, dispatch technicians, and collect facility metric data.  

6.1.1.1.3 Communications Controller (MCOM)

Midnight Shifts and Days Shifts

Call sign is Marshall Comm. Ground communications subsystems, including voice, video, command and telemetry data transport between HOSC and other MSFC facilities and worldwide network. 

Data Controller (DATA) 

Midnight Shifts and Days Shifts

Call sign is Marshall Data. Ground systems telemetry, to include PDSS S-band and command (network) configurations, control, status, fault recovery and inter-center telemetry communications/interface coordination. 

6.1.1.1.4 System Configuration Controller (SYSCON)

24 Hour - 7 days/week Shift

Call sign is SYSCON. Performs system control and operation of computing resources and equipment such as computer servers, workstations, networks, databases, and other special equipment for local and remote sites.  This includes: telemetry processing, command system management and application software configurations.  Provide the primary user interface for software problem reporting, initial point for systems fault recovery, and user account issues.  The SYSCON handles multiple configuration, reconfiguration, monitor and control tasks required for real-time, simulation, and test support operation of the EHS systems.  This position is staffed 7 days by 24-hour (7x24) real-time operations support to ISS payload mission.  Additional staffing is provided to support 40 hours (average) per week of ISS simulation support, typically on the day shift.  This position also provides 5 days by 8-hrs/day support for HOSC development and test activity support per week.

6.1.1.1.5 PDSS Controller (PDSS)

24 Hour - 7 days/week Shift

Call sign is PDSS. Ground PDSS systems configuration, control, status, fault recovery, as well as local and remote site ISS Science data distribution.  Provide the primary user interface for worldwide ISS Science network data flow coordination, problem reporting and service recovery.

6.1.1.2 Off-Console Support Team

The current Off-Console Support Team positions are described below. Members of the Off-Console Support Team work from offices in the HOSC facility.

6.1.1.2.1 Operations Requirements, Planning and Integration

Multi-tasked with operations planning and requirements, to include: project coordination, mission requirements, planning and integration for essential mission support activities.  Performs the operation requirements integration and mission support planning for coordination of HOSC operational support activities during the normal workweek Monday through Friday.  Operational support planning will be coordinated across all system elements to ensure implementations and maintenance uniformity.  Mission planning services provided consist of: (a) initiating ISS Increment planning at Increment start, minus 18 months, (b) ensuring that all requirements and support commitments are interpreted and documented with regard to facility and system configurations, (c) collecting and documenting mission-specific requirements for implementation, product population, and integration of systems, (d) defining, integrating, documenting, and statusing inter-center operational support requirements and implementation program commitments and as time permits participating in document reviews to provide input to Network documentation, (e) evaluating mission support requirements for HOSC communications and data systems against current capabilities and configuration compatibility issues, developing inputs to the production of Program Requirements Document/Program Support Plan (PRD/PSP) and Operations Requirements/Operations Directives, (f) providing inter-center access control for operationally critical, private, or otherwise sensitive voice circuits in conformance with program guidelines, (g) developing, documenting and verifying operations procedures and management plans, and h) ensuring all necessary equipment is in operating condition prior to scheduled activity support.

Scheduling & Workload Control (WLC)

Responsible for all intra/inter-center operations resource scheduling to include: Coordination of requirements for implementation of facility configurations and reconfigurations, work orders, maintenance, and engineering Change Requests. 

6.1.1.2.2 Facilities 

Responsible for the HOSC environmental control, facility HVAC, safety, CAD drawings, and user room configuration and reconfigurations.

6.1.1.2.3 Systems/Network/Database Managers (DBA)

Responsible for administration, management and implementation of all HOSC computer systems, databases, and data networks, to include: systems and network protocol, computer system security, software installation, configuration, upgrades, systems monitoring, status, troubleshooting, and database configuration and administration.

6.1.1.2.4 Hardware Maintenance (HWMAINT)

The Hardware Maintenance personnel support Monday through Friday from 8:00 AM until 12:00 AM. Saturday and Sunday shifts are from 8:00AM until 8:00 PM. These personnel are responsible for the installation, preventive and remedial maintenance, sparing, equipment records, fault isolation and problem resolution of all data systems and communication hardware.

6.1.1.3 IST Staffing

The IST is only staffed to support one additional external activity other than flight during normal day shift.   IST support resources are scheduled for support based upon daily priorities and program requirements.  Weekend and after hour Shift services and functions consist of limited real-time operations support, control and status and fault recovery and reduced Hardware Maintenance support.  Critical problems encountered after normal working hours are supported on a call-in basis.   

Day Shift (8:00am to 5:00pm) Monday - Friday

The Day Shift staff provides administrative and technical support services during the normal workweek to include HOSC generic activities that range from administrative to technical expertise. 

Staff: Mission Requirements and Planning, Resource Scheduling, Workload Control, Facility (plant) Engineer, EHS /PPS/ PDSS and PC System Management, Database Administration, Hardware Expertise and Coordination.

Prime Shift (8:00am to 5:00pm) Monday - Friday

The Prime Shift Staff provides added capability to: Conduct system test, simulations & training    Augment the 24 Hour IST support crew to provide real-time User and system response due to system, mission and facility related issues.

Staff: a Communication and Data Controller, a SYSCON, Marshall Ops Controllers, and Support Desk Analysts.

24 Hour Round the Clock 7 Days/Week Shift

The Round the Clock Shift maintains the mission services operational support capability by providing 24 contiguous hours of dedicated mission system operations per day.  During this period there is minimal IST staffing availability.

Staff: a Communication Controller, a Data Controller, a PDSS Controller, and a SYSCON.

Figure 7‑1 shows the IST shift activities.  Table 7‑1 shows the staffing per shift.
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Figure 7‑1 IST Shift Activities

	
	Mon-Fri

Mids/Days/Swings
	Sat-Sun

Mids/Days/Swings

	SYSCON
	2/2/1
	1/1/1

	PDSS
	1/2/1
	1/1/1

	DATA/COMM
	1/1/-
	1/-/-

	Hardware Maintenance
	-/2/2
	6am-6pm (2)

	HSD
	-1-
	-

	DBA
	6am-6pm
	-

	SYSTEMS
	6am-6pm
	-


(Note:  Mids:  2400-0800, Days:  0800-1600, Swings: 1600-2400)

Table 7‑1 Shift Staffing

6.1.2 IST Customers

O&M provides support for HOSC users (within the HOSC as well as remote).  Figure 7-2 shows a typical complement of IST customers. The Payload Operations Integration Function (POIF) referenced in Figure 7-2 consists of  the  operational personnel and flight controllers provided by the ISS project.

[image: image14.emf]
Figure 7‑2 Integrated Support Team Customers

6.2 Database Production Operations

ISS database production involves the following tasks.  The database production team receives input data (via file transfer protocol or compact disc) from the Payload Data Library (PDL), the ISS Mission Operations Directorate Avionics Reconfiguration System (IMARS), the Mission Build Facility (MBF), the Shuttle Data Tape, Payload Software Integration and Verification (PSIV) facility, and user requested External Pseudo - parameters.  The data from these sources is imported and then converted from ASCII flat files to the proper EHS Oracle database table structures via predefined software scripts.  Validation checks are performed on the data to ensure data integrity.  Any data errors are logged and made known to the data providers.  Database developers then incorporate the data into the final database tables using the Database Change Request software.  Additional Database Change Requests are also initiated and incorporated as needed to correct any errors found in the data.  The databases are then promoted to the delivered state for testing by the HOSC Integration Test Team (HITT) and the project flight controllers.  The databases are also delivered to the Kennedy Space Center (KSC) Payload Testing and Checkout System for payload testing, as needed (about 6 per year).

Database Production is a highly complex task.  The nominal production schedule calls for 3 revisions of command databases and 3 revisions of telemetry databases per mission, along with the associated processing of a PDL export per command and telemetry database revision.  The HITT requires one week per database to perform testing on the delivered databases.   The current schedule shows 31 database deliveries for calendar year 2003, not including the unplanned but necessary fourth revision of the ULF1 Command database, which was delivered in January.  This level of database production is expected to continue throughout the life of the International Space Station.  Table 7‑2 shows the actual parameter counts from databases beginning with the UF2 Flight. Development personnel in the current contract provide the production of databases and the support for the Configuration Management (CM) under the Database Base Coordination Group (DBCG).

	Flight
	Revision
	Commands
	Date
	Telemetry Parameters
	Date

	UF2
	0002
	1,882
	11/05/01
	62,610
	11/28/01

	9A
	0001
	1,459
	01/22/02
	63,649
	02/01/02

	UF2
	0003
	1,596
	02/19/02
	64,309
	03/15/02

	UF2
	0004
	1,605
	03/15/02
	64,465
	05/14/02

	11A
	0001
	1,397
	03/28/02
	63,724
	04/10/02

	UF2
	0005
	1,636
	05/06/02
	N/A
	N/A

	9A
	0002
	1,474
	05/07/02
	62,723
	05/29/02

	ULF1
	0001
	2,239
	06/21/02
	68,997
	06/14/02

	9A
	0003
	1,511
	07/10/02
	63,524
	07/17/02

	9A
	0004
	1,511
	08/01/02
	63,524
	08/24/02

	11A
	0002
	1,431
	08/09/02
	63,462
	08/09/02

	12A
	0001
	2,133
	08/27/02
	67,867
	08/28/02

	ULF1
	0002
	2,268
	08/29/02
	69,112
	08/27/02

	11A
	0003
	1,431
	10/07/02
	N/A
	N/A

	12A1
	0001
	2,156
	11/21/02
	68,224
	11/21/02

	ULF1
	0003
	2,257
	12/17/02
	69,434
	01/06/03

	12A
	0002
	2,231
	01/21/03
	69,362
	01/22/03

	ULF1
	0004
	2,257
	01/27/03
	N/A
	N/A

	Note: N/A means that a Revision of this number was not produced for the flight


Table 7‑2  Database Parameter Statistics

6.3 Development Integration (DIT) and HOSC Integration and Test (HIT) Testing

There are two test phases for HOSC software application testing: Development Integration and Test (DIT) and HOSC Integration and Test (HIT).  HOSC software consists of EHS application software, TreK, PPS, and PDSS. In this description DITT will refer to the DIT test team and HITT will refer to the HIT test team.  

When Development is ready to release a software build for the first phase of testing, it is loaded on the DIT string of test equipment, and the DITT phase of testing begins.  In this stage of testing, Integration Problem Reports (IPRs) are written and resolved.  New loads are installed as needed to fix as many IPRs as possible.  

At the end of this phase of testing, the software build obtains a Build Ready state.  The software build now enters the HOSC Configuration Management process and is loaded on the HIT string of test equipment.  The HITT phase of testing involves the functional and operational checkout of the build including test, simulation, and flight telemetry and command databases.  This phase verifies not only the internal interfaces, but also external interfaces between MSFC and the various test facilities at Johnson Space Center (JSC) as well as the interfaces to the Mission Control Center. This phase verifies programmatic external interfaces for HOSC Software.

As a software build, along with its associated databases, becomes the operational build, the HITT performs pre-operational tests in the Certification of Flight (CoFR) process.  The following subsections describe the activities performed by the DITT and the HITT.  For more information concerning the different processes and procedures, please refer to HOSC-SYS-085 V1 and V2, HOSC Configuration Management Procedure/Process Definition and HOSC-SYS-121, HOSC Certification and Validation Plan. More information on the HOSC facility interfaces and associated testing is found in the document HOSC-EHS-615 HOSC Interface Test Descriptions

6.3.1 DITT/HITT Activities by Type

There are various activities associated with the DITT and HITT phases of testing.  There is much coordination between development and test personnel to determine the content of a software build, when the build will be loaded for DITT testing, and when the build is ready to enter the HITT phase.  The HITT uses the IPR and the HPR databases to help determine content.

7.3.1.1
Test Equipment Strings

The HITT coordinates the scheduling and configuration of the DITT/HITT equipment strings.  There has to be intense coordination because of the various HOSC software builds that could be in different phases of testing.  Currently there are:

1. 127 servers

2. 82 MPS PCs

3. 72 EPC PCs

The DITT/HITT is responsible for the installation and checkout of new and upgraded hardware and non-HOSC software on the DITT and HITT equipment strings.

7.3.1.2

Telemetry and Command Databases

The HITT is responsible for verification of the format and content of delivered command and telemetry databases.  These databases go through several states before they become the baselined databases that are used by DITT, HITT, and ultimately the flight team.  The HITT is responsible for regression testing of these databases with HOSC software builds to concur with the promotion through the database states.

7.3.1.3

DITT Phase

During the DITT phase, problems associated with the particular software build are input into the IPR database.  These IPRs will be fixed by development and new loads installed as needed.  The DITT continues to checkout IPR fixes until the end of the scheduled DITT phase.  At that time, all IPRs that have not been resolved are converted to HPRs against that build.  Part of the DITT’s job is to keep the Software Development System database, which contains links to both the IPR and HPR databases, current.    The DITT supports weekly integration meetings with development on problem resolution and build content.

7.3.1.4

HITT Phase

7.3.1.4.1
Procedure Development

The HITT is responsible for the development and execution of test procedures for functional and operational checkout of the HOSC software during the HITT phase of testing.  These test procedures identify all driving requirements for the HOSC software so they not only document the test process but also contain the mapping of requirements to test steps.  

The HITT is responsible for the development and execution of the Certification of Flight Readiness (CoFR) procedures.  The HITT coordinates with the CoFR site for procedure content and reports test results after CoFR completion to all participating testers.

There are also procedures developed by the HITT for use by the remote users of the HOSC software. 

Currently there are: 

1. ~65 HITT test procedures covering all EHS applications

2. ~30 CoFR test procedures for EHS functionality and operations

3.  ~6 application procedures for remote users

7.3.1.4.2
JSC Operational Readiness Tests 

The HITT also coordinates with JSC in the development of test scripts for the POIC/JSC Operational Readiness Tests (ORT) (described below in test scenarios). These scripts include cadre objectives as well as HITT objectives for external interface testing.  Problems found during ORTs are written as Anomaly Reports (ARs), the JSC version of HPRs. The HITT participates in the description of the AR and in the concurrence of ORT test results.

The HITT provides status to “issues list”/risk management from results of POIC/JSC ORTs.  The HITT provides Cadre with inputs on JSC step-up plans to include the impacts of the step-up.  The HITT participates in two weekly teleconferences for coordination of ORTs with JSC.

7.3.1.4.3
HPR Database

Problems found during the HITT test phase are input to the HPR database.  It is the HITT’s responsibility to retest all HPRs associated with a particular HOSC software build and keep the HPR database status current. 

7.3.1.4.4
Metrics

The HITT is responsible for reporting metrics.  These metrics include progress of procedure completion based on the requirements mapping.  Also included in the metrics is IPR and HPR status i.e., number written, number tested, number passed or failed, etc.

The HITT prepares System Functional Status Reports on all open HPRs by build and also prepares current status of operational readiness at the Operational Readiness Review (ORR).

The HITT has certain responsibilities after ORR.  The HITT supports platform installation and checkout prior to release to the Flight team.  The HITT checks out memory upgrades and kernel changes to the flight servers.

7.3.1.4.5
Support Group

Part of the HITT’s responsibility is to be a support group.  The following is a list of the various support functions provided by the HITT:

1. Assist development teamsin troubleshooting problems

2. Support and/or conduct weekly Remote Principle Investigator (RPI) teleconferences

3. Provide support to Project Mission Operations personnel

4. Provide support to SYSCONS

5. Console support for SYSCONS

6. Provide support to Marshall Data

7. Console support for Marshall Data

8. Provide support to Helpdesk

9. Console support for Helpdesk

10. Provide support to remote users

The HITT is responsible for conducting demonstrations of the various HOSC applications.  When necessary, the HITT provides marketing support for trade shows.

The DITT/HITT is responsible for receiving training on all appropriate new software and hardware introduced into the HOSC software.

7.3.1.4.6
Simulations and Flight Transitions

The HITT performs checkout of simulation equipment string prior to scheduled simulations.  The HITT performs MPS and EPC room checkout prior to transition of an EHS build to the flight string.   The HITT performs room configuration checkout of upgrades in hardware and software prior to transition of an EHS build to the flight string.  The HITT performs post transition to flight checkout prior to Cadre use.  The HITT provides a support flight transition checkout team for remote users.

6.3.2 Types of testing scenarios and plan development

During both the DITT and HITT phases, there are different types of testing that occur. They are as follows:

1. Load/Performance testing compares loading and performance against benchmarks for processor usage and data integrity.

2. Best Source Selection testing verifies that priorities of data stream sources are followed.

3. Telemetry and Network Services testing verifies telemetry decommutation and calibration.

4. CoFR verification is performed at each remote site per flight.

5. Near Real Time (NRT) Performance testing verifies that all near real-time data is logged and retrievable.

6. EHS functional testing verifies application functionality against requirements.

7. Virtual Private Network/Firewall testing involves both loading and also verification of encryption between the server and the remote clients.

8. X-server interface testing verifies that EPC EHS users can access the EHS applications running on the servers.

9. PDSS testing verifies that the PDSS component hardware is capable of distributing data to the HOSC and the remote sites. (See section 5.2 for more information on PDSS components).

10. TDS testing verifies that timing signals are distributed to all appropriate HOSC systems including the generation of EHS time packets over the local area network to EHS workstations.

11. TReK testing verifies all components described in section 5.5, as well as the external interfaces between the EHS applications and Trek.  See SSP 50305, POIC to Generic User Interface Definition Document, Volume 1 for a description of these interfaces.

12. PPS testing verifies all components described in section 5.4 as well as the external interfaces between PPS and EHS, and between PPS and the JSC CPS application. See ICD3-60070, EHS to PPS ICD, and SSP-50401-C15, Multilateral Distributed Planning Interface Specification (MuDPIS).

13. End-to-End interface testing also occurs with Command Development Environment at JSC, PSIV, Space Station Training Facility at JSC, and JSC’s Software Verification Facility & Integrated Test Rig.

6.4 Summary of O&M Activity

Figure 7-5 provides the number of hours spent by personnel in the various types of O&M activities required to maintain HOSC services. These hours reflect the fourth quarter of calendar year 2002 and are typical.

[image: image15.emf]
Figure 7‑3 HOSC Resource Utilization 4th Quarter 2002

6.5 Additional O&M Functions 

In addition to the functions previously described, there are a number of other activities carried out on a daily, weekly, and monthly basis required to support ongoing facility operations. These activities are broad and diverse and include the development and maintenance of operational procedures for the IST, HPR management and resolution, Incident Reporting and resolution, support for the ECR and HCR processes, and scheduling and workload control.

6.5.1 Procedures Maintenance, Development and Testing


Approximately 50 percent of the IST procedures were updated last year.  Procedures are updated to support new software builds, real-time activities, simulations, and any new hardware that is integrated into the facility.  These procedures are combined and maintained as Level V documents which are available in Appendix E, Reference Documents.  

POSITION

# OF PROCEDURES

MCOM

40

PDSS

41

DATA

30

SYSCON

97

HWMAINT

38

DBA

46

System MGT.

101

More information on Procedures Maintenance, Development and Testing is located in the following documents:

HOSC-SOP-180 
HOSC Standard Operating Procedures

HOSC-SOP-182-V1
Data Systems Standard Operating Procedures Volume 1:  Hardware Maintenance Installation

HOSC-SOP-182-V2
Data Systems Standard Operating Procedures Volume 2:  CXO System Management Installation and Configuration Procedures

HOSC-SOP-182-V3
Data Systems Standard Operating Procedures Volume 3:  Database Administration

HOSC-SOP-182-V4
Data Systems Standard Operating Procedures Volume 4:  Database Create

HOSC-SOP-182-V5
Data Systems Standard Operating Procedures Volume 5:  System Configuration Section

HOSC-SOP-182-V6
Data Systems Standard Operating Procedures Volume 6:  ISS System Management Installation and Configuration Procedures

HOSC-SOP-187
Huntsville Operations Support Center (HOSC) Internal Operating Procedures
HOSC-SYS-085 
EHS HOSC Configuration Management Procedures

6.5.2 Problem Management and Resolution

Figure 7‑4 through Figure 7‑8 provide the present metrics for HOSC problems.  Note that PPS and EHS HPRs are tracked by different systems and dispositioned by different boards.  Anomalies and potential troubles are reported with the IR.  Both PPS and EHS utilize the IR system.

[image: image16.emf]
Figure 7‑4 Open EHS HPRs by Major Subsystem

[image: image17.emf]
Figure 7‑5 Open EHS HPRs by Priority

The HPR priority system is defined below:

1. Loss of a major system capability (like telemetry server, a critical user PC, NRT is unusable, commanding unavailable, etc.) with no reasonable workaround

2. Loss of a user application, a major capability within an application or a major capability with a reasonable workaround

3. Loss of a minor capability within an application that should be tracked by the HPR Board

4. Loss of a minor capability within an application that does not need to be traced by the HPR Board

5. Superfluous problem or a document change

6. Usability

Note: The priority system was changed in January 2003 for EHS, TreK, and PDSS from 5 categories to the 6 categories defined above. PPS still functions under a 5-category system, but may switch to a 6 priority system in the near future.

[image: image18.emf]
Figure 7‑6 EHS HPRs Issued Against Specific Software Build Versions by Status
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Figure 7‑7 EHS HPRs Issued Against Specific Software Build Versions by Major Subsystem

[image: image20.png]Total PPS Open HPR s

O Remaining HPR's B New HPR's

1 20-%°@

Il

| co-des
| zo-unp
Z0-eN
| 10-0eq
Lodes

Lg-une

L LOEen
00-%2@

| 00-dos
| 0p-unp
| 00en
66-02Q
66-des

L B-une

661N

s & 8 8 = o
& 8 B 8 8

S, MdH uadQ Jo #





Figure 7‑8 PPS HPR History

7.5.2.1

Incident Report 

An IR is opened anytime an IST member must request assistance from other organizational elements for software or hardware problems, when assets must be relocated, or hardware maintenance work orders implemented.  Only one problem is annotated per IR.  If a reboot clears the condition and there are no other leads to follow, the IR is closed.  If the problem recurs then trend analysis is performed. Hardware maintenance leaves IR’s open that are on hold for procurements or vendor maintenance.  A separate IR may be opened to update the Applix database that a “spare” asset is now in use in a new location.  This helps ensure that asset tracking is accurate.  The idea is to facilitate notification to responders; gather accurate information on platforms, processes, hardware and software; provide automated feedback to customers; and provide metric data measurement.  Applix Enterprise Software is the tool used to maintain IRs, Console Logs, and Asset Inventory.  IRs can log activity as well as reporting potential problems.  IRs are used to update the Applix database when equipment is relocated.  IR data is used to analyze various aspects of service and platform support.  Routine work logged with IRs is analyzed and reported as Work Orders.  All IRs opened every day are included in the On-Console Support Team Daily Report.  Opening an HPR can be used to close an IR, but at least one of the following conditions must occur.

1. Time (A problem which persists or which cannot be corrected in 5 working days) 

2. Recurrence

3. A problem that creates a reportable service outage 

4. Any problem that is reassigned to multiple organizational elements or requires multiple elements to effectively analyze 

5. Customer Dissatisfaction/Escalation (If customer work is greatly impacted and dissatisfaction with responsiveness, length of impact, or remedy requires escalation).    

Figure 7-9 summarizes IR activity for 2001, while Figure 7‑10 provides a summary of IRs opened and closed in 2002.  Four open IRs were carried over into 2003 included 2 keysets on hold for maintenance, 1 open for Global Positioning System antenna replacement, and 1 under investigation on PPS.
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Figure 7‑9 2001 IR Summary

[image: image22.emf]
Figure 7‑10 2002 IR Summary

6.5.3 User Support

The HOSC help desk is manned from 8am to 5pm Monday through Friday.  Four telephone lines are available for calls.  Approximately 3500 calls are received per year, and the help desk resolves about 82% of these calls.  The average call takes about 16 minutes to resolve.  The help desk is responsible for writing IRs for those calls (18%) that are not resolved.  These IRs are routed to the appropriate personnel for resolution.  All calls are tracked and metrics are maintained on all help desk calls.  Personnel who are knowledgeable of HOSC operations man the help desk and some of their duties include assistance with: software installation for remote users, account management, training and IR system maintenance.  Figure 7-11 provides Help Desk caller metrics.

[image: image23.emf]
Figure 7‑11 Help Desk Calls

6.5.4  Engineering Change Request Configuration Changes

In Figure 7-12 the overall statistics on ECR volume are presented.  The level of an ECR is a gross indication of the complexity/importance of the task.  As noted elsewhere, the ECR is the primary means to change the requirements for this contract, and the CM authority for review and approval rests with the HMCG.  
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Figure 7‑12 ECR Statistics

7.5.4.1

Additional CM related activities

The assessment of documents includes many documents that are not directly managed by the HMCG.  Since the content of the documents affects services that are managed by HMCG, the contractor participates in the CM management of the documents, assessing any changes, and generating ECRs needed to update the HMCG services based on changes in the documents.  These documents are listed in Table 7-3. The statistics on the documents that CM tracks and provides some form of management are provided in Table 7-4. Note that Restricted Documents require extra care in handling and certifying approved distributions.

	Number
	Title

	D684-10177-01
	Mission Build Facility Standard Output Definition

	JSC-36405
	Integrated Planning System (IPS) ISSS MOD Avionics Reconfiguration Subsystem (IMARS) Data Products Interface Specification (DPIS)

	SSP 41154
	Software Interface Control Document Part 1 United States On-Orbit Segment to United States Ground Segment Command and Telemetry 

	SSP 41158
	Software Interface Control Document Part 1 United States On-Orbit Segment to International Ground System Segment Ku-Band Telemetry Formats

	SSP 42018
	International Space Station, United States On-Orbit Segment to Ground (Through Tracking and Data Relay Satellite System) Interface Control Document

	SSP 45001 Part 2
	Space Station Control Center to Huntsville Operations Support Center (HOSC) Interface Control Document International Space Station Program Part 2

	SSP 57002
	Payload Software Interface Control Document Template


Table 7‑3 CM Documents

	Type
	Active
	Inactive
	Under Review
	SubTotal
	Restricted

	II
	28
	0
	0
	28
	3

	III
	73
	17
	36
	126
	2

	IV
	104
	90
	81
	275
	27

	V
	18
	0
	3
	21
	1

	None
	0
	2
	0
	2
	0

	Totals
	223
	109
	120
	452
	33

	
	
	
	
	
	

	Notes:
	71 documents were revised at least once in 2002
	

	
	58 documents were last changed in 2001
	

	
	67 documents were last changed in 2000
	


Table 7‑4 Document CM Statistics

6.5.5 HCR Controlled Configuration Changes

The impact on HOSC system resources is tracked via entry in the As-Built Database.  Now, each time that an HCR is implemented, the database is updated.  During the period between 3/24/2000 and 2/12/2003, the 896 system items in the database were impacted 5578 times.  Some were not impacted at all, while the maximum impact for a single item was 31.  The average was 6.23 impacts and the standard deviation was 7.17.

7.5.5.1

HCR Process

The process is fully defined in a Standard Operating Procedure, but the essentials are covered herein.  All configuration changes to the HOSC (hardware, software and facility) require an HCR.  HCRs are required to be approved by the HOSC Integration Coordinator Office, FD43 Group Lead and/or the FD41 Systems Manager.  The Payload Operations Director (POD) must occur with configuration changes that impact the POC (Operational, Backup and Simulation strings and the POC facility). 

WLC is the point for receiving, logging and tracking HCRs.  This responsibility includes assigning control numbers, compiling/statusing the assessments and implementations of HCRs and authorizing implementation schedules.
The following organizations participate in the process: FD43 Mission Systems Operations Group; FD41 Mission Systems Development; FD42 Mission Support Systems; CM; HOSC Facilities Team; HOSC WLC; Systems Management; HOSC Integration Coordinator; Consolidated Maintenance; MSFC Scheduling Office (MSO); Hardware Engineering; Operations, Planning and Integration; Database Development; HITT; and Software Development.  The originator must submit HCRs to WLC with adequate lead-time to accommodate the HCR assessment, approval, and implementation process.  HCRs are submitted directly to WLC by facsimile, electronic mail, or hardcopy.

All HCRs require a Change Package Engineer (CPE).  WLC will coordinate with the applicable group to determine the CPE.  WLC establishes assessors, an assessment due date and schedules the HCR for review at the Daily Status Meeting (DSM).  If HOSC resources are required for implementation, the resources must be scheduled through the MSO.  The CPE/implementers and HITT are responsible for submitting an HSR to MSO to schedule the resources.  The HITT will verify all hardware configuration/reconfigurations.  WLC will provide HITT with a copy of the completed HCR package for verification.  The HITT is responsible for scheduling the system with the MSO.  WLC will close the HCR when implementation is complete or when CM/QA has verified HCR completion.

7.5.5.2

HCR Workload Indicators

The contractor maintains HCR details in a FileMakerPro database.  Summary information is provided in Table 7‑5 through February 2003. Figure 7-13 through Figure 7‑14 provides additional HPR processing information.
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Table 7‑5 HCR Total Effort Summaries
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Figure 7‑13 HCR Submits and Closures for 2001
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Figure 7‑14 HCR Submits and Closures for 2002

7.5.5.3

Daily Status Meeting 

The DSM is scheduled and conducted by Workload Control.  The purpose of the DSM is to discuss the status of HOSC activities which includes:

1. Marshall Ops giving a briefing of events that occurred during the last 24 hours

2. The CPE or his representative presents HCR implementation plan to at the DSM 

3. The status of late HCRs 

4. The status of HCRs that are due that day

5. IRs Status

7.5.5.4

HOSC Support Request Process

The HSR is an electronic form utilized by the Marshall Schedulers to request use of any HOSC support resources.  The HSR is submitted through the HOSC Activity Scheduling System via FileMaker Pro.  To schedule support resources (internal or external), the HOSC User must first complete an HSR (with the current system the MSO submits all HSRs).  Upon completion of the HSR, Schedulers will ensure no conflicts exist with other scheduled activity before approving.

7.5.5.4.1 HOSC Integrated Support Forecast

The HOSC Integrated Support Forecast detail all phases of work within 24 weeks of planned activities and is produced weekly by the MSO.  This schedule combines operations, facilities and system schedules to provide a concise plan to support upcoming and ongoing activities.

7.5.5.4.2 Reporting 

A monthly report is produced by MSO, which details all supported activities.  This report provides statistics that are utilized across the program for management and contract reporting.

6.5.6 Additional Hardware Maintenance Responsibilities

The contractor maintains the operational and development hardware used to support the civil service development activities of PPS and TReK.  Most of the development hardware for these systems is located in Building 4610 in the FD40 work areas.

6.5.7 Remote User and International Partner Interface Definition and Control Documentation

The UMS contractor currently maintains the documentation that describes the POC capabilities and the interfaces for remote users and International Partners (IP) to access these capabilities.  This set of documents includes the SSP 50304, POIC Capabilities Document (PCD), the SSP 50305 Volume 1, POIC to Generic User Interface Definition Document (PGUIDD), and the various Interface Control Documents (ICDs) associated with remote Telescience Support Centers (TSC) and International Partners.  These documents are under the control of the ISS Ground Segment Control Board (GSCB), with the concurrence of the affected members of the GSCB.  Any changes or revisions are approved by the GSCB.  To keep remote users and IP’s informed of changes to EHS that will affect their interfaces, these documents are currently updated as follows:  The PCD once per year, the PGUIDD twice per year, and the ICDs once per year.  As EHS, PDSS, and PPS stabilize after EHS Build 8.0 and then the PPS Re-engineering build, these documents should only have to be updated when major HOSC changes occur that will affect remote user and IP interfaces. 

The purpose of the PCD is to provide a description of all the POC capabilities and interfaces available to users.  The PCD is developed to assist the user in the definition phase of mission support requirements.  With an understanding of the capabilities and interfaces available, mission support requirements can be submitted to the Payload Data Library (PDL). The PCD is written from a user services perspective with system design information included only when necessary to facilitate user understanding.  It is intended to aid prospective users and project teams in understanding the available POC capabilities for the various modes of operation.

The PGUIDD describes the standard interfaces between the MSFC POC and a generic user, including remote users and International Partners.  An e-mail distribution list and web page have been established to provide approved users notification of issues related to remote access of POIC services, most of which are likely to be associated with this document or the POIC Capabilities Document (SSP 50304).  The web page and the e-mail distribution list are both maintained by the UMS contractor.

The HOSC has ICDs with the Johnson Space Center (JSC), the Glenn Research Center (GRC), and the Ames Research Center (ARC) TSCs; and the European Space Agency (ESA), the National Space Development Agency of Japan (NASDA), the Russian Space Agency (RSA), and the Italian Space Agency (Agenzia Spaziole Italiana, ASI).  The ICDs address all operational interface requirements and define the architecture, interfaces, and data exchanged between the MSFC HOSC and the IP’s, for the ISS.  Changes to these ICDs are negotiated by FD41 and the UMS Systems Engineering lead for each ICD.  Maintenance of these documents includes hosting Technical Interchange Meetings (TIMs) at MSFC for the International Partner representatives and attending TIMs in each of the countries associated with the ICDs.

More information can be found in the following documents:

SSP45001
Space Station Control Center to HOSC Interface Control Document Part 1&2

SSP 45025 
HOSC to NASDA Interface Control Document 

SSP 45026 
HOSC to ESA Ground Segment Interface Control Document 

SSP 50304
POIC Capabilities Document

SSP 50305
POIC to Generic User Interface Definition Document, Volume 1

SSP 50368
HOSC to MCC-M ICD

SSP 50518
HOSC to ASI/USOC ICD

SSP 50366
HOSC to Glenn Research Center TSC ICD, Part I

SSP 50364
HOSC to JSC TSC Interface Control Document

SSP 50367
HOSC to Ames TSC ICD, Part I

6.6 HOSC Mission Services


Brief descriptions of some of the HOSC systems and services are provided below.  Table 7‑6 shows the contingency response times for system services. The contingency response time is the advertised maximum time to restore services once the asset is declared non-operational.

	Services
	Commitment

	Telemetry Server, SMAC Server, Command Server
	5 Minutes

	DNS Server
	15 Minutes

	Database Server, POC Voice and Video Systems, Comm System, PIMS, PDSS
	30 Minutes

	ERIS and Firewall Servers
	1 Hour

	Workstations
	1 Hour During Prime Shift; relocation of user to another console position until the next prime shift if failure occurs outside of prime shift.

	PC Services
	Within 2 Hours During Next Day Shift

	Network - Hubs (With Attached Components)
	4 Hours

	All Other Systems 
	Up to 24 hour recovery for depending upon failure failed systems are restored to service on the next day shift 

	Security Intrusions
	Indefinite Turn-Down Time


Table 7‑6 Restoration Service Commitments

6.6.1 Voice Systems

The HOSC voice distribution system consists of a Raytheon E-Systems MDS-1 programmable electronic digital switch with user communications instruments (keysets) located throughout the HOSC and remote locations.  The MDS-1 switch is a redundant system with the capability to support up to 48 T-1 trunks, 16 4-wire E&M analog interfaces and 306 keysets.  Approximately 83 HCRs/yr are associated with the voice system.  For more information, please see MSFC-RQMT-2436, EMCS Level A Requirements.
6.6.2 Video Systems

The HOSC video distribution system is a PESA RC5000 NTSC cross-matrix switch.  It provides 150 inputs and 320 outputs.  The matrix is capable of providing any input to any number of outputs.  A remote switching device is located at each monitor to allow selection of input to be viewed.  A master controller is located in the HOSC communications support area.  Approximately 11 HCRs/yr are associated with the video system.  For more information, please see MSFC-RQMT-2436 EMCS Level A Requirements.
6.6.3 Computer Systems

There are approximately 600 HOSC Change Requests/year associated with computer systems. The hours associated with this number of HCRs is reflected in Table 7-5 primarily under H/W.

6.6.4 System Installation, Checkout and Test

The contractor provides system installation, checkout, and test for all build deliveries, system upgrades, and patches in accordance with the Build Delivery schedules (see Figure 8-2 and Figure 8-3). The testing activities support the overall schedule of deliveries and patches needed for each mission.

6.6.5 System Administration and Management


During the year January 1, 2002 to December 31, 2002, the number of IRs for the Hardware Maintenance was 5,502.  Of these, 1,057 were in the communication area and 4,445 were in the Hardware/Network area. Preventative Maintenance is performed on operational components before they are transitioned into operations support for the increments. This occurs approximately 4 times per year.

6.6.6 Ground Systems Requirements Integration


Table 7‑7 depicts the template for an ISS payload used by the Ground Support Requirements Team (GSRT) and the payload developers.  Note that I stands for the beginning of the crew increment that encompasses the time period of the requirement.  L stands for Launch.  Similar requirements collection, testing, and simulation support are provided for all other HOSC customers.

	Time
	Activity

	I-18 Months
	User identifies data, voice, video, ground commanding and POC Services requirements in Integration Agreement Addendum

GSRT reviews requirements to identify cost issues (networks or new services)

	I-14 Months
	Baselined Integration Agreement Addendum documents ISSP funding commitments for identified networks and services

	I-13 Months
	User submits/promotes details of requirements in Ground Data Services data set.  GSRT integrates and assesses detailed ground support requirements.  GSRT and Payload Operations & Integration Simulation Team coordinate need to establish science data interface to user, if integrated payload simulator exists in the Payload Training Center-to-Space Station Training Facility interface

	I-10 Months
	Baselined Ground Data Services

Service implementation process begins 

HOSC Account Information

Security Statement

Digital Certificate Information

	I-8 Months
	Network support for all interfaces required to support Cadre/Payload Developer (PD) simulation activity

Service implementation and configuration complete

POC begins Informal Integrated Verification and Testing (IV&T) (simulation readiness testing of mission service interfaces with Payloads).

Payload’s simulation support preparation activity begins 

	I-6.5 Months
	Informal IV&T completed.  User POC services and interfaces ready for simulation support.

User simulation preparation completed

	I-6 Months
	Cadre/PD simulation window starts 

Preliminary (Launch Package Assessment (LPA)) IV&T begins (Mission Service interfaces test procedure dry run with Payloads)

	I-4 Months
	Network support for all other POC-to-User interfaces (PDSS Science Data interfaces, etc.)

Preliminary (LPA) IV&T completed (Mission Service interfaces test procedure updates)

Formal (CoFR) IV&T start (CoFR readiness testing for Mission Service interfaces with Payloads)

	L-13 Weeks
	LPA inputs due to FD32/Payload Operations Director (POD) Office

	L-12 Weeks
	Formal IV&T status report for CoFR 

	L-8 Weeks
	CoFR IV&T completed

	L-7 Weeks
	LPA (Space Station Payload Control Board)

CoFR inputs due to FD32/POD Office

	L-4.5 Weeks
	CoFR (Mission Planning Control Board)


Table 7‑7 GSRT Ground Data Services Implementation Template

6.7 Critical Services Availability 

Because of the flight mission support nature of the HOSC activities, there are Critical Services that must be supplied with minimum interruption. These are Telemetry Processing, Command Preparation and Execution, Provision of Operations Control Products (i.e. availability of PIMS), and Voice Communication. The charts in Figures 7-15 through 7-17 show the measured availability of the designated critical systems in 6-month increments beginning with February 2001.  Even though "Remote Services" are shown in these figures, they are not considered a "Critical Service." Note the unacceptable availability depicted for September 2002.  The chart in Table 7-8 shows detailed outage reports for all systems.  This information comes from the Outage database using the IR form for reporting outages by system.  Partial outages are not shown (i.e., loss of service by single user, or degraded service), although partial outage statistics are maintained and analyzed. The raw statistics from this table were utilized to prepare the critical outage charts for the corresponding time period.  Note that the Critical Telemetry graphs combine statistics for PDSS and Telemetry shown in the table, and the ERIS table items map to the Remote Services Critical graph items.

Services in Table 7-8 that directly affect Critical Services Availability are Telemetry, Commanding, PIMS, and Voice. PPS, Database, Web, MPS, ERIS, Networks, and EDS may affect Critical Services Availability in some instances, but not all.
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Figure 7‑15 Critical System Performance Jul2001-Jan  2002
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Figure 7‑16 Critical System Performance Feb-Jul 2002
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Figure 7‑17 Critical System Performance Aug 2002-Jan 2003
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*Does not include service restoration time after planned facility outage

Table 7‑8 Typical System Outages

Single duration outage information for Critical Services is shown in Tables 7-9 through 7- 11. These outages directly affected Critical Services Availability for the month indicated. Outage durations are in minutes. Outages that were beyond the contractor's control during these months are not included here.  Outage times caused by facility power loss and hardware reconfigurations reflect the overrun times to planned outages and were considered unacceptable performance. 

	
	Sep-02
	
	
	Oct-02
	

	Service Type
	Outage Cause
	Outage Duration
	Service Type
	Outage Cause
	Outage Duration

	PDSS
	System
	3
	PDSS
	Configuration
	1

	PDSS
	System
	1
	PDSS
	System
	15

	PDSS
	System
	1
	PIMS
	Software
	15

	PIMS
	System
	15
	TLM
	Procedural
	5

	PIMS
	Configuration
	2480
	Voice
	Hardware
	5

	TLM
	System
	15
	
	
	

	TLM
	System
	15
	
	
	

	TLM
	Facility
	5
	
	
	

	Total
	
	2535
	Total
	
	41


Table 7‑9 Critical Services Single Duration Outages Sep -Oct 2002

	
	Nov-02
	
	
	Dec-02
	

	Service Type
	Outage Cause
	Outage Duration
	Service Type
	Outage Cause
	Outage Duration

	TLM
	Hardware
	10
	CMD
	Procedural
	60

	Voice
	Hardware
	30
	CMD
	Software
	5

	
	
	
	CMD
	Software
	4

	
	
	
	CMD
	Facility Power
	86

	
	
	
	CMD
	Facility Power
	510

	
	
	
	CMD
	System
	5

	
	
	
	PDSS
	Software
	2

	
	
	
	PDSS
	Configuration
	30

	
	
	
	PDSS
	System
	40

	
	
	
	Voice
	Facility Power
	600

	Total
	
	40
	Total 
	
	1342


Table 7‑10 Critical Services Single Duration Outages Nov - Dec 2002

	
	Jan-03
	
	
	Feb-03
	

	Service Type
	Outage Cause
	Outage Duration
	Service Type
	Outage Cause
	Outage Duration

	PDSS
	Software
	1
	CMD
	Hardware Recon
	47

	PDSS
	System
	5
	CMD
	Procedural
	60

	PDSS
	Configuration
	3
	PDSS
	Hardware Recon
	60

	TLM
	System
	5
	PDSS
	Software
	5

	TLM
	System
	10
	TLM
	S/W Configuration
	200

	
	
	
	Voice
	S/W Configuration
	8

	Total
	
	24
	Total
	
	380


Table 7‑11Critical Services Single Duration Outages Jan - Feb 2003
6.8 Shuttle Engineering Support Center

The MSFC Space Shuttle Project Office (SSPO) supports prelaunch testing, countdown, and launch activities from the KSC and from the HOSC. The Shuttle management and engineering technical team provides analysis and problem resolution from the Shuttle area located on the second floor, west end of the HOSC.  MSFC SSPO representatives and technical support teams will be online to support KSC Shuttle prelaunch and launch activities to include:

1. Shuttle Interface Tests

2. Terminal Count Demonstration Test

3. Mission (Management) Team Simulations

4. Shuttle Range Safety System Checks

5. Countdown

6. Launch through Main Engine Cut Off 

7. Post-Mission Analysis
The Shuttle support area consists of PC based systems downloaded with KSC-provided PC Goal software for monitoring pre-launch and launch activities. These PCs are supported by operations, maintenance, and system management functions, along with peripheral equipment and voice, video, and data interfaces.  The contractor provides the SESC with systems engineering, activity preparation, operations, maintenance, and verification.

6.8.1 Current Requirements

The following specific tasks are performed to the level required to maintain a fully operational facility.

1. Provide PC and associated hardware maintenance.

2. Provide OS validation

3. HVoDS, HViDS, and data transport hardware maintenance

4. Data and communication systems management configuration set-up, management, troubleshooting, and system backups

5. Telemetry Controller/Ops Coordination Kennedy Marshall Transmission System (KMTS), Serial Conversion Device(SCD), system validation, NASCOM 2000 interfaces, RT console support, procedural management, flight and facilities readiness

6. Scheduling Inter-center coordination for KMTS, SCD, and NASCOM 2000, interfaces to remote sites, internal HOSC Scheduling for support periods defining voice, data, and video

7. Implement operation requirements for HOSC/PCGOAL to support Space Shuttle test, pre-launch, launch, and flight operations.

8. Serve as data requirements coordinator coordinating and processing inputs to the NASA flight and launch support and landing programs requirements documents (PRDs), flight support requests (FSR/LSRs), and operations requirements (ORs).

9. Create requirements databases (i.e., video and voice switch, data circuits) in support of MSFC elements.

10. Provide IT Security analysis and vulnerabilities

6.8.2 Current Support Level

Marshall Ops

· Video, voice, data

· HOSC problem /issue resolution lead

· Scheduling

· PRD changes

Data Network

· Receive serial data from NISN, i.e., Orbital data from JSC through Goddard, Engine data from KSC

· Receive SDS (Shuttle Data Stream, i.e., PCGOAL)

Systems Management

· Provide on-site support during Level A Shuttle activities (System, Network)

· Provide on call support for non Level A support

· Work IT security on any vulnerabilities

· Support PC Goal, ET with MAF DECnet circuit to MAF

· Perform system backups

Marshall Data

· Ensure PCGOAL stays up and running

· Configure Orbiter data (OD) and Space Shuttle Main Engine (SSME) data to Data Reduction for both real-time and dump data

Marshall Com

· Configure 32 internal HVoDS, 16 remote HVoDS, dedicated T1’s/24 channels, 3 primary video feeds

Hardware Maintenance

· Maintain 43 HVoDS, 48 video monitors, 32 PC’s, 5 workstations, 5 printers, 4 TRek Terminal

6.9 Data Reduction Center

DRC support of STS Shuttle launches consists of acquisition processing and archiving of the SDS OD, SSME, Ground Instrumentation and Modular Auxiliary Data Systems (MADS) data events.  Available multiple sources for data acquired are merged prior to conversion to engineering units, providing a best source database.  In addition to acquisition of shuttle test data, DRC provides playbacks of previous tests and missions to the user community during data investigations and validity test on new software and hardware configurations.

All of the DRC’s major milestones are driven by the STS manifest and prelaunch test schedule.  Problems encountered during mission support activities are recorded and submitted for evaluation via a Problem Report (PR).  PRs and ECRs result in changes to the DRC software and hardware baselines and are tracked from submission through implementation and acceptance. The DRC is under a different trouble ticketing system and CM control structure than the other work elements.  The approximate level of activity in 2002 was 14 PRs and 10 ECRs.  Inclusion in this contract allows the use of a common system.

6.9.1 Systems & Engineering Support

This Systems Engineering Support Gorup provides all required functions for the short-term maintenance and long-term evolution of the DRC hardware and vendor provided software systems.  The Engineering Section incorporates industry trends, NASA/MSFC Standards, and Mission requirements into plans for the acquisition, maintenance, and verification of state of the art applications, processes, and tools that are optimized for the demanding DRC real-time operations environment. DRC Engineering responsibilities include the following major functional areas:

1. Requirements Analysis

2. System Design

3. Trade Study Execution

4. Plan Development

5. Technical Specification Development

6. Project Cost Estimation

7. Procurement Package Development

8. System Software Maintenance

9. Information Technology Security

10. Quality Assurance

11. Software/Hardware Verification

12. Configuration Management

13. Customer Technical Interface

14. Hardware Maintenance

6.9.2 Software Development/Verification

The DRC Software Development Section is responsible for all software development, enhancement, and modification for mission support software used in the DRC.  The processes of DRC require a close working relationship with operations and systems personnel on a daily basis, not only to solve any problems that might occur, but also to assist in planning optimal efficient application of the current production applications. Personnel provide technical analysis of users requirements in order to assure timely delivery of current products, as well as guide development of enhanced systems to provide better products in the future in a shorter time frame at less cost. 
Develop, test, configure, verify, and document application software for receiving, storing, processing, distributing, tracking, converting, recalling and protecting engineering data from shuttle and related space flight sources. Provide assistance to operations in training, configuration, and use of application software.  Provide technical support to operations during launch processing.

6.9.3 Operations

The DRC Operations Section is responsible for data acquisition, data reduction, and archival of Space Shuttle telemetry and test data. DRC archives raw and processed telemetry data, and creates the specific products requested for each mission.  A best-source merge of specific telemetry data created from real-time, playback and dump sources is also archived.  Support activities include pre-mission tests, launch countdown, and flight support.  In addition to the digital data handling capabilities, DRC Operations supports analog-to-digital data processing, providing a variety of digitized products.  Includes second shift manning by 2 people.

Primary responsibilities of ground station staff include operation of in-house application software, analog to digital conversion systems, analog ground station hardware, acquisition for multiple simultaneous serial telemetry streams, hierarchical storage management system, shuttle data stream packet data handling software. Responsibilities also include archival and recall of raw and processed data, processing to customer-requested media of real-time and near-real-time data, manning voice loops, providing data playbacks, developing mission checklists, producing regular system backups.

Other operations staff members are responsible for building Oracle tables, writing/verifying SQL scripts, producing reports, transferring calibration files from JSC and KSC, creating input files for processing, providing data quality checking on databases and data products, tracking processing requests, serving as a customer interface for new and existing data requirements, administering the Space Shuttle Data Base, retrieving and processing ground systems data from KSC.

6.9.4 Hardware Maintenance

Hardware tasks performed by the DRC contractor include maintenance, upgrade, installation, and relocation of  PCs, printers, SGIs, Raid disk storage systems, optical disk storage systems, and other data gathering equipment and peripherals.  User technical support is also provided.

6.9.5 Systems

Systems tasks performed by the DRC contractor include maintenance, upgrade, installation, and configuration of operating system and application software, and the review and installation of necessary vendor provided software patches. Other tasks include establishing, maintaining, and supporting user access accounts, monitoring systems to maintain optimum security compliance, providing technical support to operations and software development, and developing, deploying, and overseeing regular backup procedures for all critical system software, application software, and mission data. Provide analysis and recommendations in response to problems encountered by all users. Provide staffing during mission launch support. Coordinate repairs and upgrades with operations and other users. Interface with vendors and purchasing to assure the adequate support is available and maintained.

6.9.6 DRC Manager

Responsible for customer interface at all levels, resolution of technical questions and problems, authorization for all technical work, planning and implementation of capability changes and upgrades, staffing and subcontractor support, safety, earned value and cost account maintenance, periodic (including weekly) status reports.

6.9.7 Shuttle Data Processing Requirements

In this subsection, tables are used to depict the list of active MSFC Data Requirements Forms (DRFs) processed for the Shuttle Program.  A DRF describes data processing requirements for the DRC as defined by the data user.  The form includes the GMT time period for data to be processed, the sources to be used, special processing instructions (sample rate, averaging, filter settings, etc.) and products to be generated.  The DRFs are categorized based on their required delivery during a specific phase of the mission (i.e., Pre-Launch, Real-Time or Post-Flight).  There are currently 71 active DRFs organized as follows:

1. Pre-Launch
12

2. Real-Time
36

3. Post-Flight
23

DRFs with processing requirements that extend over multiple mission phases are denoted with asterisks, but only counted once in the DRF tally.  The categorized mission phase is based on the first phase that a processing requirement occurs.

Table 7‑12 lists the Pre-Launch DRFs; Table 7‑13, Table 7‑14, and Table 7‑15 depict the Real-Time DRFs; Table 7‑16, Table 7‑17, and Table 7‑18 list all the Post-Flight DRFs; and Table 7‑19 shows workload changes.
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Table 7‑12 DRC Pre-Launch Requirements
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Table 7‑13 DRC Real-Time Requirement Sheet 1
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Table 7‑14 DRC Real-Time Requirement Sheet 2
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Table 7‑15 DRC Real-Time Requirement Sheet 3
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Table 7‑16 DRC Post Flight Requirements Sheet 1

[image: image38.emf]
Table 7‑17 DRC Post Flight Requirements Sheet 2
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Table 7‑18 DRC Post Flight Requirements (MADS)

	
	STS
	

	Requirements
	98
	102
	100
	104
	105
	108
	109
	110
	111
	107
	112
	Avg./Month

	DRF
	4
	8
	4
	1
	0
	1
	4
	1
	4
	1
	3
	2.82


Table 7‑19 DRF Workload per STS Flight

Additional information on the DRC may be found in the following documents:

CSOC-MSFC-PRC-001888

MSFC Data Reduction Center Operations Support, Version 2.0

CSOC-MSFC-PLAN-001574 
Data Reduction Center (DRC) Configuration Management Plan Revision 3

CSOC-MSFC-LOP-002732
CSOC-MSFC Data Reduction Configuration Control Board Charter, Original

DRC Capabilities Overview
Presentation

6.10 Meteorological Interactive Data Display System (MIDDS)

MSFC MIDDS is an integral part of the Marshall Engineering Directorate’s (ED) Day of Launch (DOL) support to the Space Shuttle Program Ascent Support Team at Johnson Space Center and the MSFC Shuttle Integration Office. MIDDS is also used to archive weather data that is used for space vehicle engineering analysis.  The MIDDS is required to be fully operational, as it is mandatory to support the Space Shuttle Program Day-Of-Launch I-Load Update (DOLILU) Operations.  Activities include: receiving, transferring, and archiving data in support of pre-launch, launch, and post-launch activities, simulations, test activities and ongoing scientific and engineering evaluations 

The MIDDS system is interoperable with other MIDDS nodes (JSC and CCAFS) and coordination with the MIDDS user communities is required to maintain services and functionality

Data flows from KSC MIDDS and JSC MIDDS circuits are monitored and maintained as operational on a 24/7 basis, and service is restored on a priority basis.  The MIDDS system requires occasional upgrades to the operating systems (OS), and necessary patches to maintain system wide compatibility.

6.10.1 MIDDS Performance Requirements

Table 7‑20 and Table 7‑21 provide a list of active MSFC MIDDS support requirements. Two items associated with MIDDS operations are on the MSFC Data Requirements Forms (DRFs). With the exception of these two DRFs, the requirements are in support of performing the MIDDS Day – of – Launch support and upper winds and weather data archiving.
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Table 7‑20 MIDDS Support Requirements Sheet 1
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Table 7‑21 MIDDS Support Requirements Sheet 2

6.11 Facility Shift Support Requirements

The HOSC provides different shift hours and support in accordance with specific project requirements. Each facility in the HOSC may operate in parallel with all or some of the other facilities and contractor staffing must be planned to accommodate a maximum workflow base on mission activity and launch manifest.

The ISS POC currently supports payload operations 24 hours per day seven days per week. IST staffing levels vary with planned activities, specific shift, and weekends versus weekdays. However, the facility is fully command and control capable at all times with the exception of planned outages.

The Chandra Engineering Support Room requires 8 hours per day, 5 day per week IST staffing support. The facility is brought on line on an as needed basis.

The DRC requires 8 hours per day, 5 day per week staffing except during launch support activities. Shift support is 24 hours per day, 7 days per week during countdown and mission duration.

The SESC and MIDDS support Level A and Level B activities. Level A represents a full up operational mode in support of shuttle launch. The support period is usually 4 days in duration with 24 hour per day support required. Level B supports specific KSC activities such as a Solid rocket Booster (SRB) heater test or Space Shuttle Main Engine Flight Readiness Test and launch simulations. These activities can be 2 to 4 days in duration and require 16 hour per day support. Launch, test, and simulation activities occur 4 to 6 times per year. Support for these facilities at all other times is 8 hours per day 5 days per week.

7 Integrated Schedules

The following schedules depict the ongoing tracking of significant events, updated monthly and made available to our customer base.  Most of the acronyms used here are defined in Attachment J-4 Acronyms.  When they materially aid in understanding or are not included in the referenced attachment, they are defined in the following sections.

7.1 Launch Increment Milestones and HOSC Readiness

Figure 8‑1 of this schedule shows the STS numbered flights, what crew increment applies and the overall major milestones.  Acronyms used are: CoFR (Certification of Flight Readiness); LPA(Launch Package Assessment) is a preliminary CoFR; MPCB(Multilateral Program Control Board) is managed by JSC and covers SSPCB activities impacting the International Partners; and SSPCB (Space Station Program Control Board) which is located at JSC, for the Launch Increment Chart and HRR(HOSC Readiness Review) for the HOSC Readiness chart.
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Figure 8‑1 Launch Increment Milestones and HOSC Readiness

7.2 JSC Tools

Figure 8‑2 deals with the delivery of Mission support systems provided by JSC and installed verified and tested by the HOSC.  Services noted are OSTPV/ARM (Onboard Short Term Procedures Viewer/Activity Resource Manager), a server at JSC with certain directories replicated on a HOSC server; the Polycom Audio/Low Bandwidth Video Teleconferencing System; and the Flight Notes, Anomaly Logs, and CHITS (short notes {not an acronym}) applications.
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Figure 8‑2 JSC Tools and EHS Build 7.0 Development Delivery

7.3 EHS Development Deliveries

These software deliveries are shown in Figure 8‑2 through Figure 8‑4.  Acronyms used include: DTE (Development Test Environment), DITT (Development Integrated Test Team), HITT (HOSC Integrated Test Team), BR (Build Ready), and ORR (Operational Readiness Review), ECR (Engineering Change Request), N/W (network); NAS (Network Attached Storage); OCC (Operations Control Center for Chandra in Cambridge, MA) and HMCG (HOSC Management Coordination Group; MSFC Level III configuration control board).
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Figure 8‑3 EHS EPC and EHS Build 8 Delivery Schedules
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Figure 8‑4 EHS EHS Linux Migration Schedule

7.4 Facilities Outfitting

Figure 8‑5 presents the scheduled physical changes to the HOSC based on the noted events.  Acronyms include: PR (Purchase Request), NIC (Network Interface Card); MPS (Mission PC Services), NRT (Near Real Time) refers to short term storage of mission data, PCA (Payload Control Area), and PCAT (PCA Training).
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6/6 System Backup PR

7/15 System Backup H/W Available

6/7 Central Storage PR

8/17

Central Storage H/W Available

10/31

2/15 Local Tables on Central Storage (Tied to 7.0 and NIC Procurement)

9/2 12/2

Central Storage Failover Testing

The remaining items will go to Central 

Storage as part of the Linux Migration

3/1 EPC and MPS on Central Storage (MPS is done, EPC in work)

8/13

NRT on Central Storage

12/7

2/1

LAN-Based Centralized Backup Operational

3/2

Share StorageTek Silo with PDSS

4/1

PR for FY03 System Backup Procurements

7/1

Reutilize PIMS NetBackup Licenses

10/1

Hot Database Backups

4/1

Offsite Storage of Critical Backup Tape Copies

10/1

LAN-less Full and Icremental Backups

3/28

ESA Gateway Installation Complete

1/29

PCA-2 Monitor Swap Out

1/31

MPS PCA-1, PCA-2, PCAT Upgrade to W2k

2/21

Remaining MPS Upgrade to W2k


Figure 8‑5 Planned Facilities Changes

7.5 Payload Planning System and associated Consolidated Planning System

The HOSC developed PPS and the JSC developed CPS software release schedules are shown in Figure Figure 8‑6.  The additional acronyms are SRR (System Requirements Review), PDR/CDR (Preliminary Design Review/Critical Design Review), and PPSITT (PPS Integrated Test Team).
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Figure 8‑6 Payload Planning System and Consolidated Planning System

7.6 IVoDS and TReK Schedules

Known activities are depicted in Figure 8‑7.  SP (Service Pack) is the only new acronym.

[image: image45.emf]
Figure 8‑7 IVoDS and TReK Schedules

7.7 HOSC Database Deliveries

The schedules in Figure 8‑8 and Figure 8‑9 show the ongoing delivery of a minimum of two command (CMD) and two telemetry (TLM) database for each ISS flight.  Nominal expectation is for three of each database.

[image: image46.emf]
Figure 8‑8 Flights ULF-1 Through 12A.1 Database Deliveries

[image: image47.emf]
Figure 8‑9 Flights 13A Through 1JA Database Deliveries

7.8 Interface Control Documents (ICDs)

Figure 8‑10 shows the current schedule for some of the more important ICDs that require Configuration Management support from the contractor, but are under the configuration control of the GSCB.  The GSCB is the Ground Segment Control Board.
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Figure 8‑10 Interface Control Documents

7.9 PDSS Consolidation

Figure 8‑11 shows the PDSS Consolidation scheduled deliverables for Phase I (Phase II is covered in section 8.10) and has been combined with the International Space Station (ISS) Downlink Enhancement Architecture (IDEA) project.  The DRB is the Design Review Board.

[image: image50.emf]
Figure 8‑11 PDSS Consolidation

7.10 ISS Downlink Enhanecment Architecture (IDEA)

Figure 8‑12 shows the IDEA program initial and the PDSS Consolidation Phase II schedules.  Acronyms used include: SDP (Serial Data Packetizer); FDP (Format Data Packetizer); Domsat (Domestic Satellite) and RFQ (Request for Quote).
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Figure 8‑12 IDEA Special Project Schedule

7.11 Data Reduction Center (DRC) Schedules

Figure 8‑13 through Figure 8‑16 depicted the flight schedules with DRC activities noted.  

Actual work performed by DRC is described in the milestone event list presented below.

STACK – is the assembly or “stacking” of the solid rocket booster and external tank in the vehicle assembly building (VAB) at the Kennedy Space Center (KSC). Data files are retrieved, processed, and databased after each phase of the assembly. Data availability notice is received from United Space Alliance (USA) in either Huntsville or at KSC.

S0044 CD SIM – is the Count-Down Simulation that is conducted shortly after the orbiter is mated to the tank and booster assembly in the VAB. Orbiter telemetry and Shuttle Data Stream (SDS) data are received and archived

SRBTVC – is the Solid Rocket Booster Thrust Vector Control test that is either a part of the Shuttle Integration Test (SIT) done in the VAB, or it is done shortly after arrival at the pad. Orbiter telemetry and Shuttle Data Stream (SDS) data are received, archived, processed, and databased.

PAD MET DATA – is meteorological data that is received via the SDS, stored, processed, and databased twenty-four hours a from arrival of the vehicle at the pad until after launch support.

FRT – is the Flight Readiness Test of the three shuttle main engines. It occurs within a few days after the vehicle arrives at the pad. . Orbiter telemetry, engine telemetry, and Shuttle Data Stream (SDS) data are received, archived, processed, and databased

TCDT – Is the Terminal Countdown Demonstration Test that is conducted while the vehicle is on the pad. Orbiter telemetry and Shuttle Data Stream (SDS) data are received and archived.

READY FOR LAUNCH – is the countdown and launch support processing that starts at SRB call-to-stations and concludes after launch. Orbiter telemetry, engine telemetry, and Shuttle Data Stream (SDS) data are received, archived, merged, processed, and databased. In the event the launch is aborted, or is scrubbed after the external tank has been loaded, processing continues through the de-tanking process. This support of a scrub may also be shown on the schedule after it occurs.

HS REC DUMPS – are the High Speed playbacks of the on-board operational recorders. This is orbiter and engine telemetry data recorded on the orbiter during the ascent phase. The dump occurs shortly after opening of the payload bay doors and deployment of the K-band antennas.  Orbiter telemetry, engine telemetry data are received, archived, merged, processed, and databased. Upon successful receipt and quality check of the engine data, a notice of release of the on-board recorders is provided to the controllers at Houston.

Ground Systems – from launch time through the next few days, data files containing various ground recorded data are transferred from KSC, processed, and databased per documentation produced by USA-Huntsville. This data included hold down post, acoustic, and other pad related data.

MADS – a copy of the Modular Auxiliary Data System onboard tape is received about two weeks after the orbiter returns to KSC. This tape contains multiplexed high frequency data that is acquired via analog to digital conversion. High priority vibration parameters for each of the three engines are digitized at 10,240 samples per second, processed to a complex database and delivered to the customer on compact disk. Other processing is done as requested.
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Figure 8‑13 Flight Activities Schedule with DRC Support Page 1

[image: image54.emf]
Figure 8‑14 Flight Activities Schedule with DRC Support Page 2
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Figure 8‑15 Flight Activities Schedule with DRC Support Page 3
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Figure 8‑16 Flight Activities Schedule with DRC Support Page 4

Appendix A PWS Elements Mapped To Historical & Background (H&B) Elements

	PWS Element
	H&B Elements

	1.0 General
	1.0,2.0,3.0,4.0, 5.0, 6.0, 7.0

	2.0 Management
	3.0

	2.1 Contract Management
	3.0,4.0, 5.0, 6.0, 7.0, 8.0

	2.2 Business Management
	3.0, 4.4, 8.0

	2.3 Procurement
	 3.0,8.0

	2.4 Property Management and Coordination
	3.1

	2.5 Information Technology (IT) Security and Export Control
	7.6.5

	2.6 Risk Management
	4.4, 7.3.1.4.2

	2.7 Safety Program
	2.1,2.2,4.3.3,7.1.1.2.3,7.8,7.9.6

	2.8 Quality Management
	8.0

	2.9 Configuration Management
	4.4, 7.5.2, 7.5.4, 7.5.5, 7.8, 7.9, 8.0

	2.9.1 Hardware Systems
	4.4, 7.5.2, 7.5.4, 7.5.5, 7.8, 7.9, 8.1,8.3

	2.9.2 Software Systems
	4.4, 7.5.2, 7.5.4, 7.5.5, 7.8, 7.9, 8.1, 8.3, 8.7

	2.9.3 Data Management
	4.4, 7.3, 7.5.2, 7.5.4, 7.5.5, 7.8, 7.9, 8.1, 8.3

	2.9.4 Facility
	4.3, 4.4, 7.5.2, 7.5.4, 7.5.5, 7.8, 8.1, 8.4

	2.10 Documentation Support
	4.4, 7.5.1, 7.9, 8.8

	2.11 Electronic and Information Technology Accessibility
	7.8.1,7.8.2

	2.12 Training and Certification
	7.1

	2.13 Program Vision and Leadership
	2.1

	2.14 Indefinite Delivery/Indefinite Quantity (IDIQ)
	

	3.0 Engineering
	4.4, 5.0, 6.0, 7.5.4, 7.5, 8.0

	3.1 Engineering and Integration
	6.0, 8.0

	3.1.1 System Engineering
	6.0, 7.9.1, 8.0

	3.1.2 Software Engineering
	5.1, 5.2, 5.3, 5.4, 5.6, 5.9, 7.8, 7.9.2, 8.3, 8.5, 8.7,8.9,8.10

	3.1.3 Hardware Engineering
	5.1, 5.2, 5.3, 5.4, 5.6, 5.9, 7.9, 7.9.1, 7.9.5, 8.3, 8.5, 8.8, 8.9, 8.10, 8.11

	3.1.4 Network Engineering
	5.1, 5.2, 5.3, 5.4, 5.6, 5.9, 7.9, 7.9.1, 7.9.5, 8.3, 8.5, 8.8, 8.9, 8.10, 8.11

	3.1.5 Independent Verification and Validation
	5.0, 6.0, 7.2, 7.3,7.9.2, 8.0

	3.2 International Space Station (ISS) Project
	

	3.2.1 Payload Control Facilities
	4.3.1, 4.3.2

	3.2.2 Remote Services
	5.5, 5.6, 7.5.3, 8.6

	3.2.2.1 Telescience Resource Kit (TReK)
	5.5, 7.2, 7.5.1, 7.5.3, 8.6

	3.2.2.2 Internet Voice Distribution System (IVoDS)
	5.6, 7.5.1, 7.5,3, 7.6.1, 8.6

	3.2.2.3 KSC Support
	5.1, 5.2, 6.1, 6.2, 6.3, 6.5, 7.3, 8.3

	3.2.3 Payload Data Services System (PDSS)
	5.2,6.3,6.5,8.3,8.9,8.10

	3.2.3.1 PDSS Server Consolidation
	6.3, 8.9

	3.2.3.2 PDSS Sustaining Engineering
	5.2,6.3,6.5,8.3,8.9,8.10

	3.2.4 Payload Planning System (PPS)
	5.4, 6.4, 7.3,8.5

	3.2.4.1 PPS Re-Engineering Initiative
	6.4,8.5

	3.2.4.2 PPS Sustaining Engineering
	5.4, 6.4, 7.3,8.5

	3.2.5 Enhanced HOSC System (EHS)
	5.1, 6.1, 6.2, 8.3

	3.2.5.1 EHS Cost Savings Initiative
	6.1, 6.2, 8.3

	3.2.5.2 EHS Sustaining Engineering
	5.1, 6.1, 6.2, 8.3

	3.2.6 ISS Downlink Enhancement Architecture (IDEA)
	6.5, 8.10

	3.2.7 Microgravity Development Laboratory (MDL) MSFC Telescience Support Center (TSC) Support
	4.3.6, 5.3.1, 5.3.2, 7.6.1

	3.3 Shuttle Project
	4.3.3, 4.3.4, 5.7, 5.8, 5.9, 8.1,

	3.3.1 Shuttle Engineering Support Center (SESC)
	4.3.3, 5.7, 5.8, 7.8, 8.1

	3.3.2 Data Reduction Center (DRC)
	4.3.4, 5.9, 7.9, 8.1, 8.11

	3.3.3 Meteorological Interactive Data Display System (MIDDS)
	4.3.3, 5.7,5.8, 7.9, 7.10,8.1

	3.4 Chandra X-Ray Observatory Project
	4.3.5, 8.1

	3.5 Project Independent Engineering Task
	5.0, 6.0, 8.0

	4.0 Operations and Maintenance (O&M)
	7.0

	4.1 Procedures Maintenance, Development and Testing
	7.5.1

	4.2 Problem Management and Resolution
	7.5.2

	4.3 User Support Services
	7.5.3

	4.4 HOSC Mission Services
	7.6

	4.4.1 Voice Systems
	7.6.1

	4.4.1 Video Systems
	7.6.2

	4.4.3 Computer Systems
	7.6.3

	4.4.4 Data Storage
	5.2,5.4.1,7.1,7.9

	4.4.5 System Administration and Management
	7.6.4, 7.6.5

	4.5 Ground Systems Requirements Integration
	7.6.6

	4.6 Facilities
	4.3, 7.5.5, 8.4

	4.7 International Space Station (ISS) Project
	4.3.1, 4.3.2, 5.1,5.2,5.4,5.6,6.1,6.2,6.3,6.4,6.5,8.2,8.5,8.6,8.7,8.8,8.9,8.10, 8.1, 8.3

	4.7.1 Specific Mission Support
	7.1.1,7.1.2,7.2

	4.7.2 POC Database Production
	7.3, 8.7

	4.7.3 Certification of Flight Readiness (CoFR)
	7.3,7.6.6

	4.7.4 KSC Operations and Maintenance Support
	

	4.8 Shuttle Project
	4.3.3

	4.8.1 Specific Mission Support
	4.3.3, 4.3.4, 5.7, 5.8, 5.9, 7.8, 7.9, 8.1, 8.11

	4.8.2 Certification of Flight Readiness (CoFR)
	

	4.9 Chandra X-Ray Observatory Project
	4.3.5, 8.1

	4.9.1 Specific Mission Support
	4.3.5


EHS Code Count SLOC Information 

	Functional area/description
	csci name
	c code
	d code
	Java code
	PCD files
	.h files
	.cc files
	.pc
	.sql
	4GL
	Scripts
	CSCI SLOC's
	Code Category
	Security Code

	TLM
	avtec
	59,103
	0
	0
	0
	4,588
	0
	0
	0
	0
	0
	63,691
	OS
	 

	Commanding
	ccp
	28,350
	2,566
	0
	7,919
	3,223
	0
	6,984
	6,319
	0
	0
	55,361
	RT C&C
	 

	Command database
	cdb
	3,997
	0
	0
	0
	2,469
	0
	25,006
	26,436
	234,946
	0
	292,854
	Interact Ops
	 

	TLM
	cdp
	2,336
	0
	1,479
	0
	420
	0
	0
	0
	0
	0
	4,235
	RT C&C
	 

	TLM
	comps
	21,271
	4,452
	0
	6,860
	1,120
	0
	0
	0
	0
	24
	33,727
	RT C&C
	 

	 
	cui
	5,631
	12,826
	11,215
	7,623
	773
	48
	0
	0
	0
	21
	38,137
	RT C&C
	 

	DATABASE
	dbs
	2,423
	0
	4,654
	0
	323
	535
	2,063
	200
	6,818
	300
	17,316
	Interact Ops
	 

	DB CHANGE REQUEST
	dcr
	0
	0
	0
	0
	0
	0
	0
	2,615
	51,506
	0
	54,121
	Interact Ops
	 

	AOS/LOS
	dcrg
	5,739
	0
	1,275
	0
	1,194
	0
	0
	0
	0
	21
	8,229
	Interact Ops
	 

	TLM
	disp
	45,002
	8,763
	0
	19,071
	6,293
	0
	0
	0
	0
	23
	79,152
	RT C&C
	 

	DATABASE MGM/CONTROL
	dmc
	9,221
	0
	0
	0
	839
	0
	14,579
	11,598
	359,360
	1
	395,598
	Interact Ops
	 

	SIMULATOR (sgI)
	edg
	55,609
	8,709
	0
	18,912
	3,108
	0
	0
	0
	0
	11
	86,349
	Interact Ops
	 

	EXCEPTION MONITOR
	em
	9,926
	2,920
	0
	1,855
	1,004
	0
	0
	0
	0
	21
	15,726
	RT C&C
	 

	TLM
	fep
	64,650
	1,025
	0
	9,216
	5,844
	0
	0
	0
	0
	47
	80,782
	RT C&C
	 

	FIREWALL
	firewall
	13,233
	0
	0
	0
	1,128
	0
	0
	0
	0
	223
	14,584
	RT C&C
	YES

	GENERAL PURPOSE UTILITIES
	gpu
	14,675
	4,344
	538
	5,767
	1,989
	0
	0
	0
	0
	5
	27,318
	Interact Ops
	 

	TLM
	gse
	4,992
	0
	10,068
	0
	558
	0
	0
	0
	0
	25
	15,643
	RT C&C
	 

	LOCAL TABLES TLM
	lt
	10,773
	1,741
	2,369
	3,975
	690
	0
	0
	0
	0
	0
	19,548
	RT C&C
	 

	MESSAGE HANDLER
	mh
	18,078
	4,919
	226
	8,701
	1,118
	0
	0
	0
	0
	0
	33,042
	RT C&C
	 

	MISSION COMPS
	msn_comps
	8,143
	1,175
	0
	2,126
	964
	0
	0
	0
	0
	41
	12,449
	RT C&C
	 

	NRT DATA LOGGER
	ndl
	52,293
	1,174
	5,038
	2,786
	4,346
	0
	0
	0
	0
	656
	66,293
	Data Store
	 

	NRT REPORTS
	nrpt
	27,130
	9,504
	18,797
	7,014
	2,683
	2,891
	0
	0
	0
	0
	68,019
	Data Store
	 

	FGMT, APGMT, (TLM/CMD TOOLS)
	ocms
	50,710
	2,832
	0
	23,778
	3,218
	0
	0
	0
	0
	13
	80,551
	RT C&C
	 

	TLM PB CONTROL
	pbc
	3,993
	0
	0
	0
	493
	0
	0
	0
	0
	0
	4,486
	Data Store
	 

	TLM PB STATUS
	pbs
	892
	291
	3,119
	294
	104
	0
	0
	0
	0
	0
	4,700
	Data Store
	 

	PIMS
	pims
	7,609
	27,808
	301
	27,840
	2,052
	3,247
	17,635
	5,491
	0
	11
	91,994
	Interact Ops
	 

	PIMS
	pimsISS
	321
	0
	182,293
	0
	6
	726
	205
	9,098
	11,152
	1,947
	205,748
	Interact Ops
	 

	RAW TLM DATA RECORD/PB TLM
	rdrp
	3,709
	1,129
	0
	3,466
	299
	0
	0
	0
	0
	0
	8,603
	Data Store
	 

	SCR
	scr
	9,136
	1,437
	0
	3,213
	865
	0
	0
	0
	0
	0
	14,651
	RT C&C
	 

	SCRIPTING LANGUAGE
	slp
	22,345
	2,553
	0
	2,581
	1,615
	0
	0
	0
	0
	20
	29,114
	RT C&C
	 

	SMAC
	smac
	248,645
	17,717
	847
	107,653
	16,282
	2,636
	0
	0
	0
	1,775
	395,555
	Interact Ops
	 

	SYS SERVICES
	ss
	13,652
	215
	18
	646
	1,807
	2,350
	73
	0
	0
	10,944
	29,705
	OS
	YES

	SYS SERVICES
	sscs
	69,779
	0
	0
	0
	6,814
	0
	0
	0
	0
	10,083
	86,676
	OS
	YES

	SYS SERVICES
	ssps
	14,245
	1,235
	0
	3,185
	3,333
	0
	0
	0
	0
	2
	22,000
	OS
	YES

	SYS SERVICES
	ssss
	138,495
	20,270
	5,038
	9,935
	14,274
	341
	0
	0
	0
	7,812
	196,165
	OS
	YES

	SYS SERVICES
	ssup
	27,920
	6,067
	27
	5,120
	4,284
	0
	0
	0
	0
	92
	43,510
	OS
	YES

	TLM DATABASE
	tdb
	2,996
	0
	4,606
	0
	5,394
	1,363
	82,919
	58,231
	553,981
	0
	709,490
	Interact Ops
	 

	TLM
	tns
	100,418
	1,684
	5,752
	5,204
	8,475
	0
	0
	0
	0
	137
	121,670
	RT C&C
	 

	USER GENERATED DB ELEMENTS
	ude
	591
	0
	0
	0
	172
	0
	1,067
	1,072
	41,303
	10
	44,215
	RT C&C
	 

	PDSS
	pdss ops
	23799
	 
	 
	 
	3085
	 
	 
	 
	 
	 
	26,884
	Data Store
	 

	PDSS
	pdss test
	19796
	 
	 
	 
	498
	 
	 
	 
	 
	 
	20,294
	Data Store
	 

	COMMANDING
	wcp
	39,265
	11,522
	3,132
	18,177
	3,620
	0
	0
	10
	59,010
	0
	134,736
	RT C&C
	 

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Total SLOC's By Code Type
	1,260,891
	158,878
	260,792
	312,917
	121,364
	14,137
	150,531
	121,070
	1,318,076
	34,265
	3,752,921
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Appendix B EHS COTS Products
	Vendor
	Product Name
	Version

	Active State
	ActivePerl Build 522
	Build 522

	Adobe
	Acrobat 3.0
	3

	Adobe
	Acrobat 4.0
	4

	Adobe
	Acrobat 5.0
	5

	Adobe
	Acrobat Reader 4.0
	4

	Adobe
	Acrobat Reader 4.5
	4.5

	Adobe
	Acrobat Reader 5.0
	5

	Adobe
	Adobe Distiller 4.0
	4

	Adobe
	Adobe Distiller 5.0
	5

	Adobe, Inc.
	FrameMaker 5.5.6
	5.5.6

	ANS CO+RE
	Interlock 4.1.9
	4.1.9

	Aonix
	STP Software
	2.6

	Apache
	Tomcat Jakarta 3.3.1
	3.3.1

	APPLIX, INC.
	APPLIX
	4.41

	Borland Software Corp.
	JBuilder 5 Enterprise
	5

	Claris
	Claris Draw 1.0
	1

	Claris
	Filemaker Pro 5.0
	5

	Claris
	Filemaker Pro 5.5
	5.5

	Cybersoft
	Vfind
	10.1

	Cybersoft
	Vfind 11.3.1
	11.3.1

	Cybersoft
	Vfind Security Tool Kit  (VSTK)
	

	Cybersoft
	Vfind Tool Kit  (Standard) 10.1
	10.1

	Cyrillic
	Cyrillic Font
	

	Data Fellows
	SSH 1.2.17
	1.2.17

	Data Fellows
	SSH 1.2.26
	1.2.26

	Data Fellows
	SSH 1.2.27
	1.2.27

	DEC
	Alphaserver 1000 Firmware 5.5
	5.5

	DEC
	C
	5.7

	DEC
	DCPS 1.4
	1.4

	DEC
	DCPS 2.0
	2

	DEC
	DEC 3000 Firmware
	7

	DEC
	DEC C 6.0
	6

	DEC
	DECset
	12.2

	DEC
	DW - Motif 1.2-5
	1.2-5

	DEC
	Firmware 1.09
	1.09

	DEC
	GS140 Firmware
	5.5

	DEC
	Open VMS OS 7.1-2
	7.1-2

	DEC
	Open VMS OS 7.2-1
	7.2-1

	DEC
	POSIX
	3

	DEC
	TCP/IP 5.0
	5

	DEC
	TCPTP 5.0
	5

	DEC
	UCX 4.2
	4.2

	Draper Labs
	Timeliner
	

	Empire Tech.
	SystemEDGE Agent 3.0
	3

	Empire Tech.
	SystemEDGE Agent 3.1
	3.1

	Empire Tech.
	SystemEDGE Agent 4.0
	4

	Empire Technologies
	Empire Agents 3.1 SR-3
	3.1 SR-3

	Empire Technologies
	Empire Agents 4.0/PL3
	4.0/PL3

	Fore
	Fore View 4.3.9
	4.3.9

	FormTek
	DocDomain
	

	FormTek
	FTK: Access
	

	FormTek
	Orion: Access
	4.2.1

	FormTek
	Orion: Application Server
	4.2.1

	FormTek
	Orion: Markup
	

	FormTek
	Orion: Middleware Add-on
	4.2.3

	FormTek
	Orion: Review
	

	FormTek
	Orion: Security
	4.2.1

	FormTek
	Orion: Vault Toolkit
	

	FormTek
	Orion: Workflow
	4.2.1

	FSF
	Emacs 19.30.1
	19.30.1

	FulcrumSoft
	lbnamed_fs
	

	Gateway
	Esafe Gateway 2.1-101
	2.1-101

	Gateway
	G2 Classic, Deploy. Lic. 5.2
	5.2

	Gateway
	G2 Telewindows Ver. x.x
	x.x

	Gensym
	G2 Telewindows 5.2 Rev 0
	5.2 Rev 0

	GNU
	GZIP 1.2.4
	1.2.4

	GNU
	Perl 5.004
	5.004

	GNU
	Perl 5.005.02
	5.005.02

	GNU
	Perl 5.005.03
	5.005.03

	GNU
	Perl 5.6.0
	5.6.0

	Hewett Packard
	HP-UX 10.2
	10.2

	Hewlett-Packard
	Jet Admin for UNIX
	

	Hummingbird
	Exceed 5.1.3
	5.1.3

	Hummingbird
	Exceed 6.1.1
	6.1.1

	Hummingbird
	Exceed 6.2
	6.2

	Hummingbird
	Exceed 7.0
	7

	Hummingbird
	Hummingbird
	

	IBM
	AIX OS 4.2.1
	4.2.1

	IBM
	AIX OS 4.3.3
	4.3.3

	IBM
	Info-Zip 2.3
	2.3

	Inprise
	JAVA SDK 1.3.1
	1.3.1

	Inprise
	JAVA SDK 1.3.1_02
	1.3.1_02

	Inprise
	JAVA SDK 1.3.1_05
	1.3.1_05

	Inprise
	JAVA SDK 1.3.1_06
	1.3.1_06

	Inprise
	JAVA SDK 1.4.0
	1.4.0

	Inprise
	JAVA SDK 1.4.1
	1.4.1

	Inprise
	JDK 1.3.1
	1.3.1

	Inprise
	Visibroker 4.5
	4.5

	Inprise
	Visibroker C++ 4.0
	4

	Inprise
	Visibroker C++ 4.5
	4.5

	Inprise
	Visibroker C++ Development 3.3
	3.3

	Inprise
	Visibroker C++ Development 4.0
	4

	Inprise
	Visibroker C++ Development 4.01
	4.01

	Inprise
	Visibroker C++ Development 4.5.1
	4.5.1

	Inprise
	Visibroker C++ Runtime 3.3
	3.3

	Inprise
	Visibroker C++ Runtime 4.0
	4

	Inprise
	Visibroker for JAVA 4.5.1
	4.5.1

	Inprise
	Visibroker for JAVA C++ 4.5
	4.5

	Inprise
	Visibroker for JAVA C++ 4.5.1
	4.5.1

	Inprise
	Visibroker for JAVA Development 4.1.1
	4.1.1

	Inprise
	Visibroker for JAVA Development 4.5
	4.5

	Inprise
	Visibroker for SSL Development
	

	Inprise
	Visibroker Java 4.1.1
	4.1.1

	Inprise
	Visibroker Java Runtime 4.1.1
	4.1.1

	Inprise
	Visibroker ORB 3.4
	3.4

	Inprise
	Visibroker ORB 4.1.1
	4.1.1

	Java
	JDK 1.1.8
	1.1.8

	Java
	JDK 1.2
	1.2

	Java
	JDK 1.2.2
	1.2.2

	Java
	JDK 1.2.2_008
	1.2.2_008

	Java
	JDK 1.2.2-007
	1.2.2-007

	KL Group
	Sitraka XRT Table 3.0.2
	3.0.2

	KL Group
	XRT 3.0.2
	3.0.2

	KL Group
	XRT Graph Widget
	3.0.3

	KL Group
	XRT Table Widget
	2.2.2

	Legato
	RepliStor 5.0
	5

	Linux
	Linux Advance Server 2.1AS
	2.1AS

	LINUX
	SANtricity
	

	Microsoft
	Access 2000
	2000

	Microsoft
	Excel 9.0
	9

	Microsoft
	Exchange Enterprise Edition 5.5/P4
	5.5/P4

	Microsoft
	Exchange Enterprise Edition 5.5/SP3
	5.5 SP3

	Microsoft
	IE Browser 5.5
	5.5

	Microsoft
	IE Browser 6.0
	6

	Microsoft
	IIS (Internet Information Services) 4.0
	4

	Microsoft
	IIS (Internet Information Services) 5.0
	5

	Microsoft
	IIS Screen Saver
	

	Microsoft
	Internet Explorer 2.0
	2

	Microsoft
	Internet Explorer 2.0/SP1
	2.0/SP1

	Microsoft
	Internet Explorer 4.0, SP1
	4.0, SP1

	Microsoft
	Internet Explorer 5.0
	5

	Microsoft
	Internet Explorer 5.0/SP1
	5.0/SP1

	Microsoft
	Internet Explorer 5.01
	5.01

	Microsoft
	Internet Explorer 5.1
	5.1

	Microsoft
	Internet Explorer 5.1/SP1
	5.1/SP1

	Microsoft
	Internet Explorer 5.1/SP1 & Hi Encrypt. Pk
	5.1/SP1

	Microsoft
	Internet Explorer 5.5
	5.5

	Microsoft
	Internet Explorer 5.5/SP1 & Hi Encrypt. Pk
	5.5/SP1

	Microsoft
	Internet Explorer 5.5/SP2
	5.5/SP2

	Microsoft
	Internet Explorer 6.0
	6

	Microsoft
	Internet Explorer 6.0 SP1 
	6.0 SP1

	Microsoft
	Internet Explorer 6.0/CPS & HI Encrypt. Pk
	6

	Microsoft
	MDAC 2.1.2
	2.1.2

	Microsoft
	MDAC 2.7
	2.7

	Microsoft
	MS Cluster Server 1.0
	1

	Microsoft
	Office 2000 Premium
	2000

	Microsoft
	Office 2000 Professional
	2000 Prof.

	Microsoft
	Office 2000 Professional SR-1
	2000 Prof. SR-1

	Microsoft
	Office 2000 Professional SR-2
	2000 Prof. SR-2

	Microsoft
	Office 2000 Service Pack 1
	2000/SP1

	Microsoft
	Office 2000 Service Pack 2
	2000/SP2

	Microsoft
	Office 2000 Standard 
	2000

	Microsoft
	Office 97 (Standard Edition)
	97

	Microsoft
	Outlook 2000
	2000

	Microsoft
	Outlook 2000 SP1
	2000 SP1

	Microsoft
	Project 98
	98

	Microsoft
	Service Pack 6a
	6a

	Microsoft
	Service Pack 6a Post SP6a
	6a Post SP6a

	Microsoft
	Virtual Machine Build 3802
	Build 3802

	Microsoft
	Windows 2000 
	2000

	Microsoft
	Windows 2000 Advanced Server
	2000

	Microsoft
	Windows 2000 Professional
	2000 (9.0)

	Microsoft
	Windows 2000/SP1
	2000/SP1

	Microsoft
	Windows 2000/SP2
	2000/SP2

	Microsoft
	Windows 2000/SP3
	2000/SP3

	Microsoft
	Windows 95
	95

	Microsoft
	Windows 98
	98

	Microsoft
	Windows NT 2000
	NT 2000

	Microsoft
	Windows NT 4.0 
	4

	Microsoft
	Windows NT 4.0 Client
	4

	Microsoft
	Windows NT 4.0 Enterprise SR6a
	4.0 Enterprise SR6a

	Microsoft
	Windows NT 4.0 Server SR6a
	4.0 Server SR6a

	Microsoft
	Windows NT 4.0 Service Pack 6.0a
	4.0/6.0a

	Microsoft
	Windows NT 4.0 WS SR6a
	4.0 WS SR6a

	Microsoft
	Windows NT O/S 4.0 SP5
	4.0 SP5

	Microsoft
	Windows NT Server 4.0
	4

	Microsoft
	Windows NT Service Pack 4.0
	4

	Microsoft
	Windows NT WS 4.00
	4

	Microsoft
	WinZip 7.0
	7

	Microsoft
	WinZip 8.0
	8

	Microsoft
	WinZip 8.1
	8.1

	NEC
	SOCKS
	

	NEC
	SOCKS 5 1.0r2
	1.0r2

	Netmanager, Inc.
	Opsession 2.0
	2

	Netmanager, Inc.
	Opsession 2.1
	2.1

	Netscape
	Certificate Server
	1.01

	Netscape
	Certificate Server (CMS) 4.2
	4.2

	Netscape
	Communicator 4.05
	4.05

	Netscape
	Communicator 4.61
	4.61

	Netscape
	Communicator 4.73
	4.73

	Netscape
	Communicator 4.74
	4.74

	Netscape
	Communicator 4.75
	4.75

	Netscape
	Communicator 4.76
	4.76

	Netscape
	Directory  (LDAP) Server 4.1
	4.1

	Netscape
	Directory Server
	3.1

	Netscape
	Directory Server 4.11
	4.11

	Netscape
	Directory Server 5.0
	5

	Netscape
	Enterprise 4.0
	4

	Netscape
	FastTrack 
	3.03

	Netscape
	IPlanet Enterprise Server 4.1
	4.1

	Netscape
	IPlanet Enterprise Server 4.1 SP3
	4.1 SP3

	Netscape
	IPlanet Enterprise Server 4.1 SP6
	4.1 SP6

	Netscape
	IPlanet Enterprise Server 4.1 SP7
	4.1 SP7

	Netscape
	IPlanet Enterprise Server 6.0
	6

	Netscape
	IPlanet Enterprise Server 6.0 SP1
	6.0 SP1

	Netscape
	IPlanet Enterprise Server 6.0 SP2
	6.0 SP2

	Netscape
	IPlanet Enterprise Server 6.0 SP4
	6.0 SP4

	Netscape
	LDAP 2.0.11
	2.0.11

	Netscape
	LDAP 2.0.25-0
	2.0.25-0

	Netscape
	Netscape 6.2.1
	6.2.1

	Netscape
	Netscape Browser 6.0
	6

	Netscape
	Netscape Browser 6.2.1
	6.2.1

	Netscape
	Netscape Navigator 4.0.8
	4.0.8

	Netscape
	Netscape Navigator 4.7.3
	4.7.3

	Netscape
	Netscape Navigator 4.75
	4.75

	Netscape
	Netscape Navigator 4.76
	4.76

	Netscape
	Netscape Navigator 6.2
	6.2

	Netscape
	SSL
	

	Open Source
	NTOP 1.1
	1.1

	Oracle
	BugFix
	

	Oracle
	Developer 2000 1.3.2
	1.3.2

	Oracle
	Developer 2000 1.6.1
	1.6.1

	Oracle
	Developer 2000 Server
	6

	Oracle
	Developer 6.0 
	6

	Oracle
	Developer Server 6.0 w/7A
	6.0 w/7A

	Oracle
	EPC 1.2
	1.2

	Oracle
	EPC 1.3
	1.3

	Oracle
	EPC 1.4
	1.4

	Oracle
	EPC 1.5
	1.5

	Oracle
	EPC 1.5.1
	1.5.1

	Oracle
	EPC 1.5.1 SP1
	1.5.1 SP1

	Oracle
	EPC 2.0
	2

	Oracle
	N32 Client Took Kit
	8.0.5

	Oracle
	NET8 8.0.5
	8.0.5

	Oracle
	Oracle 7 Server RDBMS 7.3.2.3.0
	7.3.2.3.0

	Oracle
	Oracle 7 Server RDBMS 7.3.4.0.0
	7.3.4.0.0

	Oracle
	Oracle 7 Server RDBMS 7.3.4.2
	7.3.4.2

	Oracle
	Oracle 7 Server RDBMS 8.0.5.1
	8.1.5

	Oracle
	Oracle 7 Server RDBMS 8.1.5.0.0
	8.1.5.0.0

	Oracle
	Oracle 8 Server RDBMS 8.1.5.0.0
	8.1.5.0.0

	Oracle
	Oracle 8 Server RDBMS 8.1.7
	8.1.7

	Oracle
	Oracle 8 Server RDBMS 8.1.7.0
	8.1.7.0

	Oracle
	Oracle 8 Server RDBMS 8.1.7.2
	8.1.7.2

	Oracle
	Oracle 8 Server RDBMS 8.1.7.3
	8.1.7.3

	Oracle
	Oracle 8.0.6
	8.0.6

	Oracle
	Oracle 8.0.6.1
	8.0.6.1

	Oracle
	Oracle 8.1.7
	8.1.7

	Oracle
	Oracle 8.1.7 Client
	8.1.7

	Oracle
	Oracle 8.1.7.2
	8.1.7.2

	Oracle
	Oracle 8i 8.1.7.3 patch
	8i 8.1.7.3

	Oracle
	Oracle 9.0.1
	9.0.1

	Oracle
	Oracle 9i
	9i

	Oracle
	Oracle 9i Client  9.2.0.1.0
	9.2.0.1.0

	Oracle
	Oracle Client for EPC
	EPC

	Oracle
	Oracle Client Toolkit
	8.0.5.0.0

	Oracle
	Oracle Developer 6 SP1
	6 SP1

	Oracle
	Oracle Developer 6i release2
	6i release2

	Oracle
	Oracle JDBC Drivers 8.1.6.2.0
	8.1.6.2.0

	Oracle
	Oracle JDBC Drivers 8.1.7.3
	8.1.7.3

	Oracle
	Oracle Lib 8.0.4
	8.0.4

	Oracle
	Oracle Patch 1245954
	1245954

	Oracle
	Oracle Patch 8.1.6.2.1
	8.1.6.2.1

	Oracle
	Oracle PL/SQL 8.1.6.2.0
	8.1.6.2.0

	Oracle
	Oracle PL/SQL 8.1.7.3
	8.1.7.3

	Oracle
	Oracle RDBMS 8.0.4.0.0
	8.0.4.0.0

	Oracle
	Oracle RDBMS 8.1.6
	8.1.6

	Oracle
	Oracle RDBMS 8.1.6.2.0
	8.1.6.2.0

	Oracle
	Oracle RDBMS 8.1.7.3
	8.1.7.3

	Oracle
	Oracle RDBMS Libraries 8.0.4.0
	8.0.4.0

	Oracle
	Oracle RDBMS Libraries 8.1.7.3
	8.1.7.3

	Oracle
	Oracle Server, RDBMS
	8.0.5.1

	Oracle
	Oracle SQL*Net 8.1.6.2.0
	8.1.6.2.0

	Oracle
	Oracle SQL*Net 8.1.7.3
	8.1.7.3

	Oracle
	Oracle SQL*Plus 8.1.6.2.0
	8.1.6.2.0

	Oracle
	Oracle SQL*Plus 8.1.7.3
	8.1.7.3

	Oracle
	Oracle8i 8.1.6
	8.1.6

	Oracle
	PL/SQL 2.3.2
	2.3.2

	Oracle
	PL/SQL 8.1.6.0
	8.1.6.0

	Oracle
	RDBMS Server 8.0.4
	8.0.4

	Oracle
	Shared Client Library 8.0.4
	8.0.4

	Oracle
	SQL*Forms (Runtime) 6.0.5.31.0
	6.0.5.31.0

	Oracle
	SQL*Forms 4.5.10.9.1
	4.5.10.9.1

	Oracle
	SQL*Forms 4.5.7.1.2
	4.5.7.1.2

	Oracle
	SQL*Forms 6.0.5.0.3
	6.0.5.0.3

	Oracle
	SQL*Forms 8.1.6.0
	8.1.6.0

	Oracle
	SQL*Net 2.3.3.0.1
	2.3.3.0.1

	Oracle
	SQL*Net 2.3.4.0.0
	2.3.4.0.0

	Oracle
	SQL*Net 8.0.5.0.0
	8.0.5.0.0

	Oracle
	SQL*Net 8.1.6.0
	8.1.6.0

	Oracle
	SQL*Plus 3.3.2.0.1
	3.3.2.0.1

	Oracle
	SQL*Plus 3.3.3.0.0
	3.3.3.0.0

	Oracle
	SQL*Plus 3.3.3.0.1
	3.3.3.0.1

	Oracle
	SQL*Plus 3.3.4.0.0
	3.3.4.0.0

	Oracle
	SQL*Plus 3.3.4.0.1
	3.3.4.0.1

	Oracle
	SQL*Plus 8.0.5.0.0
	8.0.5.0.0

	Oracle
	SQL*Plus 8.0.5.1.0
	8.0.5.1.0

	Oracle
	SQL*Plus 8.1.5.0.0
	8.1.5.0.0

	Oracle
	SQL*Plus 8.1.6.0
	8.1.6.0

	Oracle
	SQL*Plus 8.1.7
	8.1.7

	Oracle
	SQL*Plus 8.1.7.0
	8.1.7.0

	Oracle
	SQL*Reports (Runtime) 6.0.5.31.0
	6.0.5.31.0

	Oracle
	SQL*Reports 2.5.5.5.0
	2.5.5.5.0

	Oracle
	SQL*Reports 2.5.7.5
	2.5.7.5

	Oracle
	SQL*Reports 8.1.6.0
	8.1.6.0

	Oracle
	TCP/IP Protocol Adapter 2.3.3.0.1
	2.3.3.0.1

	Parasoft
	Insure++
	4.1

	Parasoft Corp.
	Jtest 4.0
	4

	Public Domain
	BIND 4.2.2P5
	4.2.2P5

	Public Domain
	BIND 8.2.2P5
	8.2.2P5

	Public Domain
	Expect
	5.26

	Public Domain
	Terminal Control Language
	8

	RedHat
	Linux RedHat 7.1
	7.1

	RedHat
	Linux RedHat 7.2
	7.2

	RedHat
	Linux RedHat 7.3
	7.3

	RedHat
	Linux RedHat 8.0
	8

	Roxio
	Easy CD Creator 5.0 Platinum
	5

	SGI
	AMASS
	4.12.3

	SGI
	AMASS 5.2
	5.2

	SGI
	BSAFE SSL-C 1.01
	1.01

	SGI
	BSAFE SSL-C 1.1.2
	1.1.2

	SGI
	C_dev
	7.3

	SGI
	C_development 7.3.1.1m
	7.3.1.1m

	SGI
	C_eoe 7.3.1.1m
	7.3.1.1m

	SGI
	C_fe
	7.3.1.1m

	SGI
	C++ Compiler
	

	SGI
	C++ Compiler 7.3.1.3m
	7.3.1.3m

	SGI
	C++_dev 7.3
	7.3

	SGI
	C++_dev 7.3.1
	7.3.1

	SGI
	C++_dev 7.3.1.1m
	7.3.1.1m

	SGI
	C++_eoe
	7.3.1

	SGI
	C++_eoe 7.3.1.1m
	7.3.1.1m

	SGI
	C++_fe 7.3
	7.3

	SGI
	C++_fe 7.3.1.1m
	7.3.1.1m

	SGI
	Clearcase 4.2
	4.2

	SGI
	Clearcase 4.2-9
	4.2-9

	SGI
	Clearcase for Solaris
	

	SGI
	Debugger Patch #3765
	#3765

	SGI
	DG RAID
	3

	SGI
	Failsafe 1.2
	1.2

	SGI
	Fortran 77 Compiler
	

	SGI
	Fortran 77 Development
	7.3.1.1m

	SGI
	Fortran 77 Exec. Environment
	7.3.1.1m

	SGI
	Fortran 77 Front End
	7.3.1.1m

	SGI
	Fortran 95 Compiler
	

	SGI
	IRIS Console 1.3
	1.3

	SGI
	IRIX OS 6.5.10
	6.5.10

	SGI
	IRIX OS 6.5.10f
	6.5.10f

	SGI
	IRIX OS 6.5.11
	6.5.11

	SGI
	IRIX OS 6.5.12
	6.5.12

	SGI
	IRIX OS 6.5.13
	6.5.13

	SGI
	IRIX OS 6.5.13f
	6.5.13f

	SGI
	IRIX OS 6.5.14
	6.5.14

	SGI
	IRIX OS 6.5.14f
	6.5.14f

	SGI
	IRIX OS 6.5.15
	6.5.15

	SGI
	IRIX OS 6.5.16
	6.5.16

	SGI
	IRIX OS 6.5.16f
	6.5.16f

	SGI
	IRIX OS 6.5.6
	6.5.6

	SGI
	IRIX OS 6.5.6f
	6.5.6f

	SGI
	IRIX OS 6.5.9
	6.5.9

	SGI
	IRIX OS 6.5.9f
	6.5.9f

	SGI
	IRIX OS w/XFS
	6.5.6f

	SGI
	Legato Networker Client 6.01
	6.01

	SGI
	Networker Autochanger 4.2.5b
	4.2.5b

	SGI
	Networker Autochanger 5.5.1
	5.5.1

	SGI
	Networker Autochanger 6.01
	6.01

	SGI
	Networker Client 4.2.5b
	4.2.5b

	SGI
	Networker Client 5.5.1
	5.5.1

	SGI
	Networker Server 4.2.5b
	4.2.5b

	SGI
	Networker Server 5.5.1
	5.5.1

	SGI
	Performance Co-Pilot Coll. 2.1
	2.1

	SGI
	Performance Co-Pilot Coll. 2.2
	2.2

	SGI
	Performance Co-Pilot Mon. 2.1
	2.1

	SGI
	Performance Co-Pilot Mon. 2.2
	2.2

	SGI
	RAID
	3

	SGI
	SUDO 1.4.5
	1.4.5

	SGI
	SUDO 1.5.4
	1.5.4

	SGI
	WorkShop Patch #3821
	#3821

	SHAI Installed
	ITP (IBM) 2.0
	2

	Shareware
	XV
	3.10A

	StoneBeat
	StoneBeat FullCluster
	

	StoneBeat
	StoneBeat HA 3.1.3
	3.1.3

	StoneBeat
	StoneBeat HA 3.1.5
	3.1.5

	StorageTek
	ACSLS 6.0
	6

	SUN
	Ada 3.0
	3

	SUN
	Ada Compiler 2.1.1
	2.1.1

	SUN
	C/C+ Compilers
	4.2-S

	SUN
	Checkpoint Firewall VPN 1.1
	1.1

	SUN
	CheckPoint NG FP-1
	1.1

	SUN
	DiskSuite 4.1
	4.1

	SUN
	Forte 6.0
	6

	SUN
	Java Development Kit 1.2.2
	1.2.2

	SUN
	Java Development Kit 1.3.1_01
	1.3.1_01

	SUN
	Java JDPA 1.0
	1

	SUN
	Java Plugin 1.2.2
	1.2.2

	SUN
	Java Plugin 1.3.1_01
	1.3.1_01

	SUN
	Java Runtime 1.2.2
	1.2.2

	SUN
	Java Runtime 1.3.1_01
	1.3.1_01

	SUN
	Java Runtime Environment 4.1.1
	4.1.1

	SUN
	JDK 1.2 Java Development Tools 1.2.2
	1.2.2

	SUN
	JDK 1.2 Java Man Pages 1.2.2
	1.2.2

	SUN
	JDK 1.2 Java Runtime Environment  1.2.2
	1.2.2

	SUN
	Sendmail 8.9.3
	8.9.3

	SUN
	Solaris OS 2.5.1
	2.5.1

	SUN
	Solaris OS 2.6
	2.6

	SUN
	Solaris OS 8 (2.8)
	8 (2.8)

	SUN
	SPARCCompiler C
	

	SUN
	SPARCCompiler for Ada
	

	SUN
	SPARCstorage
	2.6

	SUN
	Spectrum
	

	SUN
	Sun ATM 2.1
	2.1

	SUN
	Sun ATM 5.0
	5

	SUN
	Sun ATM Driver 2.10
	2.1

	SUN
	SUN Disk Suite 4.2.1
	4.2.1

	SUN
	SUN OS 2.6
	2.6

	SUN
	SUN OS 5.6
	5.6

	SUN
	SUN OS 5.8
	5.8

	SUN
	SunLink FDDI/S
	5

	SUN
	Sunsoft Visual Workshop
	5

	SUN
	SUNWebstart
	3.0.0

	SUN
	Swing
	1.1

	SUN
	TOP 3.5
	3.5

	SUN
	Tshell 6.07.02
	6.07.02

	SUN
	Workshop 6.0
	6

	Symantec
	Norton Anti-Virus 5.01.01
	5.01.01

	Symantec
	Norton Anti-Virus Corp. Ed. 4.0
	4

	Symantec
	Norton Anti-Virus Corp. Ed. 7.0
	7

	Symantec
	Norton Anti-Virus Corp. Ed. 7.5
	7.5

	Symantec
	Norton Anti-Virus for Exchange
	1.5

	Thomson Soft.
	AONIX TeleUSE 3.2.3
	3.2.3

	Thomson Soft.
	TeleUSE (Runtime Library)
	3.2

	Thomson Soft.
	TeleUSE 3.2.1
	3.2.1

	Thomson Soft.
	TeleUSE 3.2.3
	3.2.3

	Thomson Soft.
	Workshop (cvd) 2.8
	2.8

	Tibco
	InConcert IcRules 5.1
	5.1

	Tibco
	InConcert Java Interface 5.1
	5.1

	Tibco
	InConcert TIB 5.1
	5.1

	Tibco
	InConcert TIB Rendevous 6.4
	6.4

	Tibco
	InConcert Workflow Server 3.78
	3.78

	Tibco
	InConcert Workflow Server 5.1
	5.1

	Tibco
	Rendezvous 6.3
	6.3

	Tibco
	TIB/Rendezvous
	6.3

	TSI
	ERICS CGS-5  1.6
	1.6

	TSI
	ERICS CGS-75  1.5
	1.5

	TSI
	ERICS TSS75
	TSS75

	TSI
	GMS Datafiles 1.2
	1.2

	TSI
	SimGen-CCSDS 1.5-1
	1.5-1

	TSI
	TimeServer 32
	32

	TSI
	TimeServer Program IRIG-B 1.3
	1.3

	TSI 
	GMS Workstation 2.8.2
	2.8.2

	TSI 
	GMS Workstation 2.8.3
	2.8.3

	TSI 
	GMS Workstation 2.8.4
	2.8.4

	TSI Telesys Inc.
	Application Flash ERICS Rel.  1.8
	1.8

	TSI Telesys Inc.
	Boot Flash Rel.  2.2
	2.2

	TSI Telesys Inc.
	Boot Flash Rel.  2.3
	2.3

	TSI Telesys Inc.
	ERICS 1.10
	1.1

	TSI Telesys Inc.
	ERICS 1.8
	1.8

	TSI Telesys Inc.
	ERICS CGS-75 (Ku-band) CD 1.9
	1.9

	TSI Telesys Inc.
	Ku-band System (NGSP) Flashcard 1.9
	1.9

	TSI Telsys
	GMS Workstation
	2.6.2

	Veritas
	BLI 3.2
	3.2

	Veritas
	Database Edition for Oracle/HA
	2

	Veritas
	FirstWatch (for failover)
	2.2.5

	Veritas
	FirstWatch Agent for Oracle
	1.2

	Veritas
	Netbackup 3.2
	3.2

	Veritas
	Quick I/O database accelerator
	2

	Veritas
	Seagate Backup Exec.
	7.2

	Veritas
	Seagate Bkup Exec. Optn Pk for Exchange
	7.2

	Veritas
	Veritas Backup Exec 8.5
	8.5

	Veritas
	Veritas Backup Exec Option Pk Exchange 8.5
	8.5

	Veritas
	Veritas Database Edition for Oracle 2.1
	2.1

	Veritas
	Veritas Database Edition for Oracle 2.1.1
	2.1.1

	Veritas
	Veritas Dbase Edition for Oracle Manual 2.1
	2.1

	Veritas
	Veritas File System 
	3.2.5

	Veritas
	Veritas File System 3.3.3
	3.3.3

	Veritas
	Veritas File System Documentation 3.3.2
	3.3.2

	Veritas
	Veritas FirstWatch Documentation 2.2.5
	2.2.5

	Veritas
	Veritas FirstWatch for Solaris 2.2.5
	2.2.5

	Veritas
	Veritas NetBackup DataCenter Client 3.4
	3.4

	Veritas
	Veritas NetBackup DataCenter Server 3.4
	3.4

	Veritas
	Veritas QIO File Device Interface 3.3.3
	3.3.3

	Veritas
	Veritas Volume Manager
	2.6.1

	Veritas
	Veritas Volume Manager 3.1
	3.1

	Veritas
	Veritas Volume Manager Man Pages 3.1
	3.1

	Veritas
	Veritas Volume Manager, Binaries 3.1
	3.1

	Veritas
	Veritas Volume Mgr Library Files 3.1
	3.1

	Veritas
	Veritas Volume Mgr Storage Admin 3.1
	3.1

	Veritas
	Volume Manager Storage
	1.02

	Visual Numerics
	PV-WAVE 6.2.1
	6.2.1

	WSFTP 95 LE
	WS_FTP32.EXE
	32.EXE

	WSFTP 95 LE
	WSFTP 95 LE
	95 LE

	
	ANSI C Compiler
	

	
	Aterm 0.4.2
	0.4.2

	
	ATI PLAYER
	

	
	BIOS 1.13
	1.13

	
	CheckPoint 4.1
	4.1 SP2

	
	CheckPoint 4.1 FP-5
	4.1 FP-5

	
	CheckPoint 4.1 SP4
	4.1 SP4

	
	CheckPoint B4.1 SP5
	B4.1 SP5

	
	CUSEEME 6.0
	6

	
	Data Decoder Prg. (LOCALJ) 10.3
	10.3

	
	Data Extraction Prog (GOGETS)
	

	
	Data Trans. Prog. (XMIT) 12.3
	12.3

	
	Gensym 5.2 Rev0
	5.2 Rev0

	
	HazMat Database
	

	
	HELP 6.XA
	6.XA

	
	HyperSnap-DX 3.6.3
	

	
	Internet Information Sever 1.1
	1.1

	
	JBoss 3.0
	3

	
	MclDAS-X   7.8
	7.8

	
	Netbeans 3.3.2
	3.3.2

	
	Orion: Vault Web Gtwy / Vault Toolkit
	4.2.1

	
	OSTPV 1.8 AFT
	1.8 AFT

	
	OSTPV 1.8b AFT
	1.8b AFT

	
	OSTPV 2.0
	2

	
	Outlook - Simult. view PSE & SIMPSE MPS
	Local Config.

	
	Postgresql 7.2.1
	7.2.1

	
	Remote 1.0
	1

	
	Samba Client (AIX) 2.2.1a
	2.2.1a

	
	STL port 4.5.1
	4.5.1

	
	Storage Resource Manager (SRM)
	

	
	Systinet WASP Server 4.0
	4

	
	TPSSM7 RAID SW
	

	
	VxWorks
	5.3

	
	WASP UDDI 4.0
	4

	
	Wind Barb Analysis Prog (BARB)
	

	
	Wind Forecast Analysis Prog (FCAST)

	
	Wind Persistence Analysis Prog (WCENV)

	
	Wind Profile Analysis Prog (WZPLT)
	

	
	Wind Shears Analysis Inter. Layers Prog (PSHRS)

	
	Wind Shears Analysis Prog (SHRS)
	

	
	Xbanner
	

	
	X-ThinPro 6.1
	6.1

	
	X-ThinPro 6.2
	6.2

	
	X-ThinPro 6.4
	6.4

	
	X-ThinPro 6.4
	6.4


Job Classification History

This appendix contains the job classifications for personnel currently on the UMS and the DRC-related contracts.

	
	
	
	

	
	Accounting Clerk IV
	1
	

	
	Analyst
	15
	

	
	Associate Analyst
	4
	

	
	Business Operations Manager
	1
	

	
	Buyer
	2
	

	
	Cost Analyst
	1
	

	
	Courier
	1
	

	
	Engineer
	5
	

	
	Engineering Technician 4
	9
	

	
	Engineering Technician 5
	5
	

	
	Industrial Safety Rep
	1
	

	
	Manager
	4
	

	
	Material Coordinator
	1
	

	
	Multi Func HR Supervisor
	1
	

	
	Program Manager
	1
	

	
	Secretary
	3
	

	
	Senior Analyst
	27
	

	
	Senior Engineer
	8
	

	
	Senior Staff Analyst
	31
	

	
	Senior Staff Engineer
	12
	

	
	Staff Analyst
	35
	

	
	Staff Engineer
	21
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Reference Documents

The following documents are referenced in Attachment C, Background and Historical Data.  They are not considered to be applicable documents, but may be useful in understanding the scope of work defined in this RFP.  Any documents referenced in Attachment C that are contained in the Applicable Regulations and Procedures (Attachment J-3) listing are not repeated here.

Specific documents will be hosted on a Web site at the following URL:

http://hoscc.msfc.nasa.gov. Access to the online documentation can be obtainined by filling out the account request form provided on the Web site.
Some documents are only available in a reading room at MSFC. Access to the reading room can be obtained by contacting the Contracting Officer, Wayne Harmon/PS41D.

MARSHALL WORK INSTRUCTIONS

MWI 8040.2


Configuration Control, MSFC Programs/Projects

SPACE SHUTTLE PROJECTS OFFICE ORGANIZATIONAL ISSUANCES (OIs)

MP OWI-01, REV G

SSPO Shuttle Integration Office, Paragraphs 4.1.11 and 4.2.3

MP OWI-05, REV D

Space Shuttle Launch Operations Support Management Plan, Paragraph 7.1.3


MIDDS DOCUMENTS

JSC-11534, v XII, REV C
Consolidated Space Operations Contract JSC/45th Space Wing/MSFC MIDDS 

Operational Communications ICD for Mission Control Center Systems

NSTS 07700, v II, Book 2
Program Structure and Responsibilities, Space Shuttle Program Directives, Directive 

131D

NSTS 07700, v II, Book 3
Program Structure and Responsibilities, Space Shuttle Program Interface 

Agreements, SSPIA #33C

NSTS 08329, v III

DOLILU II (Day-Of-Launch I-Loads Update) Definition and Requirements 

Document, Paragraphs 5.5 and 6.4      

DRC DOCUMENTS
CSOC-MSFC-PRC-001888 
MSFC Data Reduction Center Operation Support

CSOC-MSFC-PLAN-001574 
Data Reduction Center Configuration Management Plan

CSOC-MSFC-LOP-002732
CSOC – MSFC Data Reduction Configuration Control Board Charter

Presentation


DRC Capabilities Overview

LEVEL 2 ISS DOCUMENTS

MSFC-ICD-3109 Part I
Payload Software Integration and Verification (PSIV) To Huntsville Operations Support Center Interface Control Document Part I

MSFC-MOU-0010
Memorandum Of Understanding Between the GEORGE C. MARSHALL SPACE FLIGHT CENTER And the JOHNSON SPACE CENTER For Delivery Of ISS Antenna Management Software To Support International Space Station Payload Operations at the Payload Operations Integration Center

MSFC-MOU-0011
Memorandum Of Understanding Between the GEORGE C. MARSHALL SPACE FLIGHT CENTER And the JOHNSON SPACE CENTER For Delivery Of ISS Manual Procedures Viewer Software To Support International Space Station Payload Operations At The Payload Operations Integration Center

SSP 50606
Planning Facility Schedules Document

SSP 57002
Payload Software Interface Control Document Template
LEVEL 3 HOSC DOCUMENTS

D683-61001-5

Payload Planning System (PPS) Interface Control Document (ICD), 

External Data Repository

MSFC-DOC-1949 v1-v6 
MSFC HOSC Database Definitions

MSFC-DOC-2520

HOSC to ISS Service Agreements
MSFC-PLAN-2729

HOSC Operations and Maintenance Plan

MSFC-RQMT-2436 

EMCS Level A Requirements 

MSFC-RQMT-2437 v2

EMCS Video Distribution System Subsystem Requirements Document 
MSFC-RQMT-2629 

Telescience Resource Kit (TReK) Requirements Document

MSFC-RQMT-2639

International Space Station (ISS) Mission Computations

MSFC-STD-1274

MSFC POCC Telemetry Format Standard (Volume 1 & 2)

MSFC-STD-2535

MSFC HOSC Command Format Standard

LEVEL 4 PDSS DOCUMENTS

HOSC-DOC-284
PDSS to EHS IDD

HOSC-DOC-665
Build Description Document for PDSS

HOSC-SRS-670
PDSS Requirements Specification for the Packet Processing Distribution and Storage Manager (PDSM) Configuration Item (CI)

HOSC-SRS-675
Software Requirements Specification for the PDSS System Manager (PSM) Configuration Item (CI)

MSFC-DOC-2940
PDSS Build Definition Document

PDSS-DOC-1631
PDSS Software Design Description for the Enhanced Data Acquisition and Extraction (DAE) Configuration Item (CI)

PDSS-RQMT-677
PDSS Hardware Specification Configuration Item (CI)

PDSS-SPEC-1000
Payload Data Services System (PDSS) Requirements Specification for the Data Acquisition and Extraction (DAE) Configuration Item (CI) - Vol. I Software Requirements - Vol. II Hardware Requirements

PDSS-SPEC-2000 v1
PDSS Requirements Specification for the TAS CI (volume I software requirements)

PDSS-SPEC-2000 v2
PDSS Requirements Specification for the TAS CI (volume II hardware requirements)

PDSS-SPEC-2262
Payload Data Services System (PDSS) to Enhance HOSC System (EHS) Interface Requirements Specification
PDSS-SPEC-3000
SRS for the Data Distribution (DD)

LEVEL 4 PDSS DOCUMENTS, continued 

PDSS-SPEC-6000 v1
PDSS Requirements Specification for the PDSS System Support (P/SS) Configuration Item (CI), Volume 1 Software Requirements
PDSS-SPEC-6000 v2
PDSS Requirements Specification for the PDSS System Support (P/SS) Configuration Item (CI), Volume 2 Hardware Requirements
PDSS-SPEC-7000 VI
Payload Data Services System (PDSS) Requirements Specification for the Data Storage Manager Configuration Item (CI) Software Requirements

PDSS-SPEC-7000 VII
Payload Data Services System (PDSS) Requirements Specification for the ISS Payload Data Storage and Retrieval (PDSR) Subsystem Configuration Item (CI)
LEVEL 4 EHS DOCUMENTS

HOSC-EHS-2057
Scripting Language and Scratchpad Line Detailed Specification

HOSC-SRS-015
SRS for the Central Command Processor

HOSC-SRS-016
SRS for the Workstation Command Processor

HOSC-SRS-017 
SRS for the FEP CSCI HOSC EHS
HOSC-SRS-019
SRS for the Command DB Processing CSCI

HOSC-SRS-020 
SRS for the Database Change Request CSCI of the Enhanced HOSC System 

HOSC-SRS-021
SRS for the Database Monitor and Control

HOSC-SRS-022
SRS for the Telemetry Database Processing

HOSC-SRS-023 
SRS for the User Generated Data Elements Management CSCI of the Enhanced HOSC System

HOSC-SRS-024
SRS for the Scripting Language Processor

HOSC-SRS-025 v1
SRS for the Near Real Time Data Log – Volume 1 DRN
HOSC-SRS-025 v2 
SRS for the Log File Recovery of EHS – Volume 2
HOSC-SRS-025 v3
Software Requirements for the Log File Purge – Volume 3 

HOSC-SRS-025 v4 
SRS for the NRT System Status of the NRT Data Services of the EHS

HOSC-SRS-025 v5
Software Requirements Specification for the Packet Retrieval System

HOSC-SRS-025 v6 
Software Requirements Specification for the Retrieval Usage System

HOSC-SRS-026 v1
SRS for Telemetry Services – Core TLM Processing GSE


HOSC-SRS-026 v2 
SRS for Telemetry Services – Playback Configuration Manager

HOSC-SRS-026 v3
SRS for Telemetry Services – Network Services

HOSC-SRS-026 v4 
SRS for Telemetry Services – Local Table Operation – updates

HOSC-SRS-026 v5 
P/B Configuration Remote Service of Telemetry, Network Services 

HOSC-SRS-027 v1
User Telemetry Applications Vol. I – Display Services

HOSC-SRS-027 v2
User Telemetry Applications Vol. II – Computation Services

HOSC-SRS-027 v3
User Telemetry Applications Vol. III NRT Reports

HOSC-SRS-027 v4
User Telemetry Applications Vol. IV – Exception Monitor

HOSC-SRS-027 v5
SRS for the User Telemetry Applications – Volume 5: Playback Status

HOSC-SRS-027 v6
SRS for the Near Real-Time Data Capture of the User Telemetry Applications of the Enhanced HOSC System

HOSC-SRS-28

SRS for the General Purpose Utilities

HOSC-SRS-029 v1 
System Monitor and Control Volume 1: Core SM Processing

HOSC-SRS-065
SRS for the Fault Summary Application


HOSC-SRS-069 
SRS for the Off-line Data Element Management CSCI of the Enhanced HOSC System

HOSC-SRS-098
System Services – Process Services


HOSC-SRS-100
System Services – User Profile Services

HOSC-SRS-102 v1
System Services – Security Services v1 

HOSC-SRS-102 v2
System Services – Security Services v2

HOSC-SRS-102 v5
System Services – Security Services v5 Web Login

LEVEL 4 EHS DOCUMENTS, continued
HOSC-SRS-102 v6
System Services – Security Services v6 Lightweight Directory Access Protocol (LDAP)

HOSC-SRS-107
Document Configuration Management

HOSC-SRS-108
PIMS Configuration Management

HOSC-SRS-110
Change Request Configuration Management

HOSC-SRS-111
Data Products Request Configuration Management (DPRCM) CSCI of the EHS System
HOSC-SRS-211 
SRS for the Auto Procedures Ground Management Tool 

HOSC-SRS-213 
SRS for the File Ground Management Tool 

HOSC-SRS-215
SRS for the On Board Short Term Plan Ground Management Tool
HOSC-SRS-217 
Reference File Editor 

HOSC-SRS-235 
Telemetry and Network Services – Custom Data Packet 

HOSC-SRS-242
SRS for the Distributed Control Room Graphics (DCRG) Predictive AOS/LOS (PAL) of the EHS 
HOSC-SRS-258 
SRS for the GSE Packet Processing
HOSC-SRS-262 
SRS for the Command Plan Management Tool

HOSC-SRS-605 
SRS for the Fault Summary Application

HOSC-SRS-625
SRS for the Retrieval Processing of the Payload Data Service System

HOSC-SRS-673 
SRS for the EHS Personal Computer (E-PC) Infrastructure 
HOSC-SRS-675
SRS for the PDSS System Manager (PSM) Configuration Item (CI)


LEVEL 4 PPS DOCUMENTS

HOSC-PPS-681

Payload Planning System (PPS) Operations Concept

HOSC-SDD-1690
Software Architecture Design Document (SDD) for the Payload Planning System (PPS)

HOSC-SRS-667
SRS for the Payload Planning System (PPS) User Requirement Collection (URC)

HOSC-SRS-686
SRS for the Payload Planning System (PPS) Data System Routing and Configuration (DSRC)

HOSC-SRS-688
SRS for the Payload Planning System (PPS) Utilities
MISCELLANEOUS HOSC DOCUMENTS

HOSC-DOC-076
Enhanced HOSC System Process Definition Document

HOSC-EHS-065
The EHS Concepts and Scenarios Document

HOSC-EHS-615
HOSC Interface Test Descriptions

HOSC-HDBK-003
HOSC Facility Document

HOSC-SYS-085
HOSC Configuration Management Procedures

HOSC-SYS-121
HOSC Certification and Validation Plan

OTHER MISCELLANEOUS DOCUMENTS

CCSDS 102.0-B2 Blue Book

CCSDS Recommendations for Packet Telemetry
D684-10177-01



Mission Build Facility Standard Output Definition

JSC-36405



Integrated Planning System (IPS) ISSS MOD Avionics Reconfiguration 

Subsystem (IMARS) Data Products Interface Specification (DPIS)

NCCDS, 451-ICD-NCCDS/MOC
Mission Operations Centers and Goddard Space Flight Center ICD

Documents listed below will be made available only in a restricted access reading room at MSFC.
LEVEL 2 ISS DOCUMENTS

SSP 41154
Software Interface Control Document Part 1 United States On-Orbit Segment to United States Ground Segment Command and Telemetry

SSP 41158
Software Interface Control Document Part 1 United States On-Orbit Segment to International Ground System Segment Ku-Band Telemetry Formats

SSP 42018
International Space Station, United States On–Orbit Segment to Ground (Through Tracking and Data Relay Satellite System) Interface Control Document

SSP 45001 Part I
Space Station Control Center to Huntsville Operations Support Center (HOSC) Interface Control Document International Space Station Program - Part I

SSP 45025 
HOSC to NASDA Interface Control Document

SSP 45026
HOSC to ESA Ground Segment Interface Control Document
SSP 50304
POIC Capabilities Document

SSP 50364
HOSC to JSC TSC Interface Control Document

SSP 50366
HOSC to Glenn Research Center TSC ICD, Part I

SSP 50367
HOSC to Ames TSC ICD, Part I

SSP 50368 
HOSC to MCC-M ICD



SSP 50401 
Multilateral Distributed Planning Interface Specification (MuDPIS)

SSP 50518
HOSC to ASI/USOC ICD
LEVEL 3 HOSC DOCUMENTS

ICD-3-60056
Payload Engineering & Integration, Ground Support Requirements Team & Payload Data Library to the HOSC ICD

ICD-3-60070
Payload Planning System to Enhanced HOSC System ICD

MSFC-DOC-2837D
POIC/UDC System Architecture Document
LEVEL 4 IDEA DOCUMENTS

MSFC-SPEC-3341
IDEA Architecture Control Document

MSFC-PLAN-3342 
IDEA IV&T Test Plan
LEVEL 5 HOSC DOCUMENTS

HOSC-PROC-187-v1
Huntsville Operations Support Center (HOSC) Internal Operating Procedures (IOPs) 

Volume 1:  Marshall Ops

HOSC-PROC-187-v2
Huntsville Operations Support Center (HOSC) Internal Operating Procedures (IOPs) 

Volume 2:  Data Systems


HOSC-PROC-187-v3
Huntsville Operations Support Center (HOSC) Internal Operating Procedures (IOPs) 

Volume 3:  Communications


HOSC-PROC-187-v4
Huntsville Operations Support Center (HOSC) Internal Operating Procedures (IOPs) 

Volume 4:  Consolidated Maintenance Group


HOSC-PROC-187-v5
Huntsville Operations Support Center (HOSC) Internal Operating Procedures (IOPs) 

Volume 5:  HOSC Support Desk


HOSC-PROC-187-v6
Huntsville Operations Support Center (HOSC) Internal Operating Procedures (IOPs) 

Volume 6:  PDSS Systems

MISCELLANEOUS HOSC DOCUMENTS

DRD815MA-003
Monthly Progress Report NASA Contract No. NAS8-44000

HOSC-SOP-182-V1
Data Systems Standard Operating Procedures Volume 1:  Hardware Maintenance Installation

HOSC-SOP-182-V2
Data Systems Standard Operating Procedures Volume 2:  CXO System Management 

Installation and Configuration Procedures

HOSC-SOP-182-V3
Data Systems Standard Operating Procedures Volume 3:  Database Administration

HOSC-SOP-182-V4
Data Systems Standard Operating Procedures Volume 4:  Database Create

HOSC-SOP-182-V5
Data Systems Standard Operating Procedures Volume 5:  System Configuration Section


HOSC-SOP-182-V6
Data Systems Standard Operating Procedures Volume 6:  ISS System Management 

Installation and Configuration Procedures

TREK-USER-001
TReK Getting Started Guide


Funding Projections

This appendix provides estimated funding projections over the period of the contract. These Budget numbers reflect the currently planned funding profiles only. They cannot be construed as a firm commitment, nor do they reflect the government’s independent cost estimate for this contract.
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Program

Yr 1    $ M

Yr 2    $ M

Yr 3    $ M

Yr 4    $ M

Yr 5    $ M

Total    $ M



ISS

21.00

19.00

17.96

18.68

19.59

96.23



Shuttle

3.07

3.08

3.10

3.12

3.14

15.51



Chandra

0.09

0.09

0.09

0.09

0.09

0.45



Microgravity

0.13

0.13

0.14

0.14

0.15

0.69



Total

24.29

22.30

21.29

22.03

22.97

112.88
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		Build		Current		Projected

		EHS Build 7.X		4,630,137		-

		EHS Build 8.X		In Process		4,763,000

		EHS Build 10.X  (Linux)		In Process		5,100,000

		EPC Build 3.X		194,000		213,000

		EPC Build 4.X		In Process		323,400

		PPS Build 4.0.3		927,709

		PDSS Build 2.4		61,200		-

		PDSS Build 3.X		-		45,000
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[image: image1.png]MIDDS Support Requirements

Primary

Customer/User

Comments

Day-of Launch Support
Launch Operations
Providers: ED 44, UMS, CSC

Operation and Maintenance
Computer Resources.
Providers: UMS

Operation and Maintenance
MIDDS Room
Providers: UMS

MSFCED, D,
andpSI

JSC SMG and
MS

KSC YA.D
ccas

MSFCED, D,
and pSI

MSFCED, D,
and pSI

During countdown, the SUppOFt schedule 1s 2417, UMS s
responsible for all communications hardware and software
including the MIDDS HP-UX 10.2 computer operating
system software. ED 44 and CSC, are responsible for real
time launch support and production of the upper winds data
Packages. The software utilized during this support is
WZPLT,WCENV, SHRS, BARB, FCAST, and PSHRS. This
software was developed and is maintained by CSC.

See Notes on last table

The support schedule is 815 ongoing Support. Thie HOSC
‘support contractor supplies and maintains all network
functionality.

The HOSC support contractor monitors and maintains all
the MIDDS computers and insures that they are repaired
within the prescribed timeline.

The HOSC contractor is responsible for monitoring and
maintaining all peripheral equipment associated with the
MIDDS computers. All repair andsor replacementis done
within the prescribed timeline.

The HOSC contractor assists the ED 44 customer in the
procurerment of computer resources needed to support the
MIDDS function. The ED customer is involved in defining
the specifications for any new procurement action.

The support schedule is 815 ongoing Support. The HOSC
contractor provides MIDDS operational personnel with a
clean and safe emronment in which to carry out the DOL
mission. This includes, but is ot limited to, providing
cleaning services, air conditioning and heating services,
trash services, etc.

Tates:
Requirements Documents

NSTS 07700 Volume Il Book 2, Directive 131D

NSTS 07700 Volume Il Book 3, SSPIA #33C

NSTS 08329, Volume VIl Paragraphs 5.5 and 6.4

MSFC MP CWC: MP-R1-RV-RU03

MP OW 01, REV G, Paragraphs 4.1.11 and 4.2.3

Reduirements Documents — continued

MP O -05, REV D, Paragraph 7.1.3
HOSC Functional Requirements and Implementation Plan
(MSFC.PLAN-904L)

Consolidated Space Operations Contract JSCi45th Space
WingMSFC MIDDS Operational

Communications ICD for Mission Control Center Systems
(JSC-11534, Volume Xil, REV C)
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